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In today’s competitive retail market, retailers constantly thrive for more and
more optimised operations to maximise their profits. Substitute products play
an important role in many retail optimisation problems, such as sales forecast-
ing, campaign planning and assortment optimisation. The accurate detection of
substitute product pairs and measuring the magnitude of the substitution effect
is therefore crucial for retailers.

This thesis evaluates the feasibility of using choice modelling in measuring the
magnitude of product substitution, when there is customer-specific choice data
available through loyalty card data. Three choice models based on multinomial
logit and probit models are developed to model product choice probability within
three product categories of different sizes. The performance of the models is
evaluated by comparing their accuracy in forecasting sales decreases of products,
which are induced by price discounts of their substitute products. The forecasting
accuracy of the models is compared to a benchmark sales correlation method
which only utilises daily aggregate sales data in forecasting the sales. For data
privacy reasons, the research was conducted on data sets that were generated
using simulation.

The results of the thesis indicate that it is possible to gain improvements in quan-
tifying substitution when choice models are used together with customer-specific
choice data in comparison to only using daily aggregate sales. However, the mod-
els did not perform well in the larger product categories, so further research is
needed on the possibility of reducing the number of product alternatives using,
for instance, product attribute data. The models also need to be validated with
real retail data in order to account for the phenomena in customer behaviour that
could not be simulated.
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Nykypäivän vähittäistavarakaupassa vallitsee ankara kilpailu, mikä saa
vähittäistavarakauppiaat pyrkimään kohti yhä optimoidumpia operaatioita
voittojen maksimoimiseksi. Substituuttituotteilla on tärkeä rooli monissa
vähittäistavarakaupan optimointiongelmissa, kuten kysynnän ennustamisessa,
kampanjoiden suunnittelussa ja valikoiman optimoimisessa. Substituuttituotepa-
rien tunnistaminen sekä tuotteiden välisen substituution voimakkuuden mittaa-
minen on siis äärimmäisen tärkeää vähittäistavarakauppiaille.

Tässä diplomityössä arvioidaan diskreettien valinnan mallien soveltuvuutta tuot-
teiden välisen substituution voimakkuuden mittaamiseen, kun käytössä on kanta-
asiakaskorttiohjelman avulla kerättyä asiakaskohtaista valintadataa. Kolme valin-
nan mallia kehitetään mallintamaan tuotteiden valinnan todennäköisyyttä kol-
messa eri kokoisessa tuoteryhmässä. Mallien suorituskykyä arvioidaan vertai-
lemalla niiden tarkkuutta ennustaa myyntiä tilanteissa, joissa tuotteen myyn-
ti laskee substituuttituotteen hinnanalennuksen takia. Mallien ennustustarkkuu-
den vertailukohtana pidetään yksinkertaisen, ainoastaan päiväkohtaisia myyntejä
hyödyntävän myyntikorrelaatiomallin ennustustarkkuutta. Tietosuojasyistä tut-
kimuksen data generoitiin simuloimalla.

Tutkimuksen tulokset osoittavat, että valinnan malleilla on mahdollista parantaa
substituution voimakkuuden arvioita, kun käytössä on päivittäisten myyntien
lisäksi asiakaskohtaista valintadataa. Valinnan mallit eivät kuitenkaan suoriu-
tuneet hyvin suurissa tuotekategorioissa, joten mahdollisuuksia vähentää tuote-
vaihtoehtojen lukumäärää esimerkiksi tuoteattribuuttien avulla tulisi tutkia lisää.
Mallit tulisi myös validoida todellisella kanta-asiakaskorttidatalla, jotta voitaisiin
ottaa huomioon asiakkaiden käyttäytymisen ilmiöt, joita ei ollut mahdollista si-
muloida.
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Chapter 1

Introduction

In the highly competitive world of retail, maximisation of profits and minimi-
sation of losses has become increasingly important. Forecasting the future
demand of products as accurately as possible is important in making sure
that the right number of products are ordered to each store, as well as in
estimating future workload needed for, for example, shelving. Marketing
campaigns and promotional discounts need to be planned so that they bring
in as much revenue as possible with as small a cost as possible. In addi-
tion, the retailer needs to make decisions on which products to include in the
product assortment of each store, so that profits are maximised. Substitution
effects play a significant role in all these problems.

Substitute products are products that have the same occasion of use and
are typically found in the same product category. A decrease in a product’s
price during, for instance, promotional discounts prompts some customers to
switch to purchasing the discounted product instead of its substitute prod-
ucts. Not accounting for the substitution effect can lead to too high sales
forecasts for the substitutes, which in turn lead to excessive replenishment of
the products, increased inventory costs and the risk of spoilage. Substitution
should also be accounted for when planning which products to discount and
promote in the first place: to determine how profitable a promotion is, it is
important to know if a promoted product simply transfers sales from sub-
stitute products or if it also brings in new buyers to the product category.
Lastly, substitute products play a key role in assortment optimisation. When
making assortment decisions, it is important to make sure that if a customer
cannot find their first-choice product from the store due to, for example, a
stock-out, the customer is likely to find a substituting product that they are
willing to purchase, instead of taking their money to a competitor. So, the
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CHAPTER 1. INTRODUCTION 2

accurate detection of substitute product pairs, and measuring the magnitude
of the substitution effect between product pairs is crucial for retailers in order
to make optimal business decisions.

When measuring the magnitude of substitution between two products, the
relevant question that needs to be answered is: “How much does the de-
mand of substitute B decrease, when the price of product A decreases?” A
commonly used measure for this is the cross-price elasticity (Nicholson and
Snyder, 2008). There are a few ways to measure the elasticity by using total
daily sales per stock-keeping-unit (SKU), which is the most abundant data
retailers have and most often use as the data source for sales forecasting
and other supply chain -related calculations (Bradlow et al., 2017). Since
the sales of substitute products are negatively correlated, simple sales cor-
relation coefficients like the Pearson correlation coefficient can be used to
measure the correlation between the demand of two potential substitutes.
Finding statistically relevant correlation this way may be difficult between
products that lack sufficient sales data or price variation. Another popular
approach is to use multiplicative regression models, where SKU sales are ex-
plained by both the product’s own price and the prices of its substitute. The
Scan*Pro model is perhaps the most notable and well-known example of such
models (Van Heerde et al., 2002). A significant drawback in this approach
is related to the number of model parameters. In a modern grocery store,
there is fierce competition among commonly purchased goods, and a single
product category can contain dozens of SKUs. Since in Scan*Pro all prices of
the SKUs are used as regressors to predict the sales of all SKUs, the number
of model parameters can grow too large.

The total sales of an SKU are comprised of individual purchases made by dif-
ferent customers. If sales are recorded on point-of-sales (POS) level, the total
daily sales of a product can be disaggregated to receipt level data. More-
over, many retailers have the possibility to identify some of the customers
who made the purchases through loyalty programmes (Dowling and Uncles,
1997). This data makes it possible to analyse product sales as customer pur-
chases on an individual level, providing data on how often and what products
any individual loyalty card holder purchases. Instead of modelling total daily
sales, with this kind of data it is possible to model customer behaviour using
choice models like the multinomial logit and probit models. Substitution is
at the core of these choice models, and they are designed to answer questions
like: Out of a group of potential substitute products, what is the probability
of a customer choosing one of the products during each visit? How are the
choice probabilities of the products affected when the price of one product
decreases? With loyalty card data, it is possible to implement heterogeneity
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in the product preferences and price sensitivities between customers in the
choice models. The ability to detect heterogeneity increases the information
in the models, which could potentially lead to better model predictions, in
comparison to models with no heterogeneity (Van Heerde and Neslin, 2017).

This thesis evaluates the feasibility of using choice modelling in measuring
the magnitude of substitution effects during price promotions, when there
is customer-specific choice data available through, for example, loyalty card
information. This is done by comparing the forecasting accuracy of three
choice models in a product category of close substitute products during price
promotions, so that the main question is: if a product in the category is pro-
moted, how well are the models able to forecast the potential sales decrease
of the other products in the category? The performance of the choice models
is compared to a simple sales correlation-based method. A particular focus is
cast on situations, where the amount of past sales data is somehow limited,
so that either the sales volume or data length is reduced. The analysis is
performed on three data sets that resemble loyalty card data, generated by
simulating customer visits and purchasing choices in product categories of
10, 20 and 30 SKUs.

The rest of the thesis is structured as follows. Chapter 2 introduces the basic
concepts of price promotions and substitution effects, theoretical background
on random utility choice models as well as previous research done using loy-
alty card data. Chapter 3 presents the generated data sets and the methods
used to create it. Chapter 4 presents the three choice models in comparison
as well as the benchmark sales correlation method, and results on the fore-
casting accuracy of the models are covered in Chapter 5. Finally, conclusions
on the results and ideas for future research are discussed in Chapter 6.



Chapter 2

Background

2.1 Retail as business

Retail is the selling of goods directly to consumers to satisfy their demand.
Retail outlets hold different assortments of SKUs that consumers purchase.
Grocery retailers typically sell food and consumable household items like
cleansers and hygiene products in grocery stores, like supermarkets and con-
venience stores. Like most businesses, retailers aim to maximise their prof-
its. In this effort, they face a myriad of problems that need to be solved
through analysis, modelling and optimisation, including ensuring availabil-
ity and minimising costs through accurate forecasting of sales and optimal
replenishment, price optimisation, campaign planning and assortment plan-
ning.

To satisfy consumer demand, retailers need to provide the right number of
products to the right place at the right time. To determine how many units
of each SKU should be ordered from the supplier, sales forecasts are used
to predict future demand based on past sales data. Accurate forecasting
and optimal replenishment methods are extremely important in making sure
that stock levels are optimal. On one hand, too low inventory with respect
to demand leads to stock-outs, causing losses in potential sales. Excessive
stock, on the other hand, causes higher inventory costs, and in the case of
fresh and spoiling goods, the products may spoil before they are sold, causing
additional losses.

Sales forecasting methods typically use the past daily or weekly sales of an
SKU to forecast future demand (Hyndman and Athanasopoulos, 2018). Var-
ious phenomena that affect a product’s sales patterns need to be accounted

4



CHAPTER 2. BACKGROUND 5

for in forecast models. Typical sales patterns of an SKU include seasonal
changes, long-term upwards or downwards trends and weekday profiles. The
demand of some products may increase due to special events, such as national
holidays like Christmas or Easter, or local events like a summer festival. Dif-
ferent kinds of campaigns, like advertisements and in-store displays increase
the visibility of the promoted products and consequently their sales tem-
porarily. Promotional discounts and other changes in a product’s price also
significantly affect the sales of the product, as will be discussed later in this
section and in Section 2.3. One of the most common methods of forecasting
sales is time-series modelling, where the past sales patterns of the product
are modelled to estimate future sales, assuming that the sales patterns will
be similar in the future (Hyndman and Athanasopoulos, 2018).

Promotional discounts and other changes in a product’s price also signifi-
cantly affect the sales of a product (Nicholson and Snyder, 2008). When the
price increases, the demand of almost any product decreases. The sensitivity
of demand to sales price varies by product, and can be measured using the
price elasticity of demand

E =
∆Q/Q

∆P/P
,

where ∆Q/Q is the percentage change in demand and ∆P/P is the percent-
age change in the price of the product. Since an increase in price causes lower
demand, E is almost always negative. The higher the absolute value of E
is, the more sensitive demand is to the product’s price. Price elasticity of a
single product is affected by various factors, like the necessity of the product,
brand image, prices for the same product in competing stores, and overall
competition in the product category. The demand of a product also reacts
to the price of its substitutes, which is discussed further in Section 2.2. Price
elasticity also affects the sales increase during promotional discounts, which
are discussed in Section 2.3.

Product prices have a significant effect on a retailer’s profits. Each product in
a retailer’s assortment brings a profit of sales quantity × sales margin, where
sales margin is the difference between the sales price and purchase price from
the supplier. Retailers attempt to price the goods they sell so that the total
profit is maximised, which requires them to deal with the trade-off between
sales margin and sales quantity: although a higher sales price brings a higher
margin, the higher the price, the lower the sales quantity (Phillips, 2020).
Pricing is a vastly complex subject and out of the scope of this thesis, but for
example Phillips (2020) provides an in-depth review of price optimisation.
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2.2 Substitute products

A substitute product refers to a product which can be used to fulfil the same
need as some other product in the market (Nicholson and Snyder, 2008).
Substitute products have the same or similar product characteristics and
occasion of use. Since substitute products can be purchased to replace each
other, they are typically competing with each other in the market. Since
substitute products compete for the same customers, a change in the demand
of a product also affects the demand of its substitute products. If products
A and B are substitutes, then when the price of product A increases, some
customers will switch to purchasing product B instead, causing the demand
of A to decrease and the demand of B to increase. This means that the
demands of substitute products are negatively correlated.

The level of change of a product’s demand to another product’s price can be
measured using the cross-price elasticity of demand. For products A and B,
cross-price elasticity is given as

EA,B =
∆QA/QA

∆PB/PB

,

where ∆QA/QA is the percentage change in sales quantity for product A
and ∆PB/PB is the percentage change in price of product B (Besanko et al.,
2009). For substitute product pairs, cross-price elasticity of demand is pos-
itive. The closer the products are too each other, the higher the elasticity:
for instance, two products of packaged minced beef of different brands would
have a higher cross-price elasticity than a minced beef product and a minced
chicken product.

Cross-price elasticity of demand is not necessarily symmetric for two substi-
tute products (Shocker et al., 2004). This means that the demand of product
B might be more elastic to the price change of product A than the other way
around. For example, customers purchasing Pepsi might be more prone to
switching to Coca-Cola during promotions than the other way around, lead-
ing to a higher cross-price elasticity of the demand of Pepsi on the price of
Coca-Cola than the elasticity of the demand of Coca-Cola on the price of
Pepsi.

2.3 Price promotions

Price promotions refer to the temporary lowering of a product’s price to gain
higher sales volumes in exchange for the smaller sales margin. In addition
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to selling more units, price promotions are used to introduce new products
or brands to customers, to build a low-price image and to attract higher
store traffic (Dawes, 2012). Price promotions can also be set to counter
promotions set by a competitor (Van Heerde and Neslin, 2017). In addition
to the temporary sales increase of the promoted product, promotions can
also affect the product’s own sales before and after the promotion occurs as
well as the sales of its substitutes.

Van Heerde and Neslin (2017) divide the effects of price promotions on sales
into three categories: immediate effects, or the impact on sales during the
promotion period; medium-term effects, or the impact on sales on the weeks
surrounding the promotions; and long-term effects, or the impact on sales
beyond the medium-term effects. Furthermore, they divide the immediate
effects of sales promotions into three categories: category growth, switching,
and timing effects.

Category growth refers to the sales increase during the promotion which
does not take away from the sales of other products in the product cate-
gory (Van Heerde and Neslin, 2017). Category growth is composed of pur-
chases, where the consumer extends their budget during the store visit to
purchase the promoted item, without leaving any other purchases out. So,
category growth is the true increase of purchases caused by the promotion in
the product category, that is, the sales increase that is not caused by effects
that decrease the sales of other products in the product category, or the sales
of the product’s own sales before or after the promotion.

Switching refers to consumers switching to purchase the promoted product
from some other product that they intended to buy (Gupta, 1988; Van Heerde
and Neslin, 2017). This means that sales are transferred to the promoted
product from other products within the same category or store. Switching
can occur between different brands, in which case it is often called brand
switching ; within the same brand, in which case it is called cannibalisation;
or across product categories, in which case it is called category switching.
Switching typically occurs between substitute products. In this thesis, can-
nibalisation is used as a general term for switching effects.

Finally, the timing effects of promotions can be divided to effects before
the promotions, called deceleration, and effects after the promotion, called
acceleration (Van Heerde and Neslin, 2017). In deceleration, consumers learn
to expect an upcoming promotion and delay their purchases to the time of the
promotion. Conversely, in acceleration consumers advance their purchases to
the time of the promotion, often purchasing more than they normally would
and thus transferring their purchases of the product from a later time to the
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promotion period. This is also called consumer stockpiling.

Some long-term effects of price promotions include purchase-event feedback
and consumer learning. Purchase-event feedback refers to the effect that a
consumer’s past purchases have on their current purchase decisions (Guadagni
and Little, 1983; Van Heerde and Neslin, 2017). For example, after purchas-
ing a promoted product, some consumers may permanently switch to pur-
chasing the product due to the information they learned from the promotion
purchase. In consumer learning, consumers learn about the frequency of pro-
motions, which then affects their price and promotion sensitivity (Krishna
et al., 1991; Van Heerde and Neslin, 2017). For instance, frequent promo-
tions within a product category may train consumers to only buy on deal,
increasing stockpiling effects.

Decomposing the effects of price promotions is extremely important for re-
tailers in forecasting the promoted product’s and its substitutes’ sales before,
during and after the promotion (Gupta, 1988). Recognising switching effects
of a promotion on other products results in more accurate forecasts, which in
turn results in smaller inventory levels and potentially reduces spoilage. On
the other hand, the decomposition of sales effects is valuable information that
can be used to design more profitable promotions. For example, promotions
that induce significant category growth are more profitable than promotions
where the sales increase is attributed only to timing effects. Promotions that
induce switching are more profitable when the promoted product has a higher
sales margin than the other products, in comparison to situations where the
sales margin is lower.

2.4 Modelling consumer choice

Discrete choice modelling refers to the study of a decision maker’s choice
among a set of alternatives (Train, 2009). The decision maker can be any
decision-making unit like an individual person, a household, a firm, or a
government entity. The decision-making situation can refer to any situation
where the decision maker chooses between a set of alternatives, called the
choice set, such as deciding whether to commute to work by car, bicycle, or
train; choosing which charity to donate to; or choosing which carton of milk
to buy at the supermarket. The choice set has three restrictions: it must
include all available alternatives, it must be finite, and it must be defined so
that the decision-maker can only choose one alternative out of the choice set.
Choice models give the probability of choosing each alternative as a function
of variables specific to the alternative or decision-maker.
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In the context of retail, discrete choice modelling is often used to model and
predict customer choice among a category of near-perfect substitute prod-
ucts, like ground beef, soft drinks or laundry detergents (Chandukala et al.,
2008). Discrete choice models quantify customer decision processes in order
to gain insights into the origins of their preferences (Allenby et al., 2017).
Choice models allow retailers to estimate how customer decisions are affected
by various marketing mix variables, such as price, promotions and advertise-
ment, or any other factors, such as product attributes, product placement
in the store and brand loyalty. The obtained models can be utilised in the
estimation of price and cross-price elasticities and customer segmentation
among other use cases. Choice models are very useful in modelling brand
switching and cannibalisation effects during promotions. If product A is on
20% discount, how much will the choice probability of product A increase and
how much will the choice probabilities of other alternatives in the product
category decrease? Choice models directly answer this question.

2.4.1 Random utility choice models

Discrete choice models are often formulated following the assumption that
consumers aim to maximise their personal utility function (Train, 2009). A
utility function is a representation of an individual’s preferences that quan-
tifies the value of a consumer good or service beyond its pure monetary
value (Nicholson and Snyder, 2008). In discrete choice situations, each choice
set alternative brings a certain amount of utility to the consumer according to
their own utility function. Consumers are assumed to behave rationally and
choose the option that provides maximum utility. When making purchasing
decisions, consumers also have the possibility not to purchase anything and
hold on to their money for future purchasing decisions. This option is called
the no-buy alternative (Chandukala et al., 2008). In retail applications, the
unit of analysis in choice models is typically brand or brand-size (Fader and
Hardie, 1996).

Random utility models attempt to model consumer utility functions while
also allowing for unknown factors that affect utility (Train, 2009). There are
certain observable variables that are known to affect consumer preferences:
the less money consumers spend, the more they have left to purchase other
products, so the lower the price of the product, the higher utility consumers
gain from the purchase (Chandukala et al., 2008). However, there are always
factors that affect the utility function that cannot be observed based on pure
shopping behaviour. Buying a product for a visitor or to a certain event,
wanting to try a new product for variety, and impulse buying are examples
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of situations, which affect a consumer’s utility function, but are unobservable
to the researcher (Trijp et al., 1996).

Random utility models solve this issue by constructing a two-part utility func-
tion that separates the observed and unobserved factors in the utility (Train,
2009). The utility of product j for consumer h at time t is

Uh
jt = V h

jt + εhjt,

where V h
jt is the deterministic component of the utility function and εhjt de-

notes the random variation in the customer’s utility over time t, capturing
all factors that affect the customer’s decision that cannot be observed. For
clarity of notation, indices t and h are left out for the rest of this section.

Following the principle of utility maximisation, a consumer chooses product
j only if Uj > Uk for all k 6= j. The probability of choosing alternative j is
therefore

pj = P (Uj > Uk for any k 6= j)

= P (Vj + εj > Vk + εk for any k 6= j)

= P (εj − εk > Vk − Vj for any k 6= j).

The error terms can be removed by integrating over them. If f(ε) is the joint
distribution of the error terms of the alternatives, the probability becomes

pj =

∫
ε

I(εj − εk > Vk − Vj)f(ε) dε, (2.1)

where I is an indicator function, which equals 1 if the condition is true and
0 otherwise. This is a multidimensional integral over the joint distribution
of the error terms. Therefore, the distribution of the error terms dictates the
final formulation of the probability as well as what assumptions are made of
the unobserved customer preferences. The choice of error distribution leads
to different types of choice models, the most common of which are discussed
in the next section.

When defining a random utility choice model, one needs to both define the
form of the deterministic component Vj and choose the error term distribu-
tion f(ε). Vj is often constructed as a linear function Vj = βXj, where Xj

is a vector of variables and β is a vector of model parameters. In addition
to price, common variables included in Xj are product-specific intercepts,
indicator variables for different campaigns like in-store displays and features,
referring to advertisements in for instance newspapers, and customer-specific
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variables such as household income (Van Heerde and Neslin, 2017). So, one
example form of the utility could be

Vhjt = βjXhjt

= uj + β1pricejt + β2displayjt + β3featurejt + β4incomeht,

where uj is the product-specific intercept. Price, feature and display variables
depend on both product and time and household income depends on the
household and time.

2.4.2 Multinomial logit, nested logit and multinomial
probit

In this section, three of the most well-known random utility choice models are
presented. The simplest and most widely used random utility choice model is
the multinomial logit (MNL) model, which was first introduced by McFadden
(1973). In MNL, the error terms are assumed to be distributed identically
and independently and to follow the Extreme value type I distribution, also
known as the Gumbel distribution. When the error terms have this form,
the integral in Equation (2.1) has a simple closed-form solution and the
probability of choosing product j out of K alternatives is

pj =
exp(Vj)∑K
k=1 exp(Vk)

.

The model parameters are easy to estimate using log-likelihood maximisa-
tion.

The primary fallback of MNL is that it assumes the independence of irrelevant
alternatives property (IIA) (Chandukala et al., 2008). IIA states that in a
discrete choice situation, the relative preference between alternatives in the
choice set should not be affected by changes in the presence or properties of
other alternatives in the choice set. It is easy to prove that MNL assumes
the IIA property by inspecting the ratio of the choice probabilities of two
alternatives i and j:

pi
pj

=
exp(Vi)

exp(Vj)

The probability ratio does not depend on parameters of alternatives other
than i and j. This indicates that if the choice probability of some other
alternative k increases, the choice probabilities of alternatives i and j decrease
in a proportional manner. It is argued that IIA is violated whenever there are
dissimilarities between the alternatives in the choice set. For example, when
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modelling the demand of three soda brands, 7up, Pepsi and Coke, it would
be expected that if the price of Coke changes, more people would substitute
it with Pepsi than 7up, meaning that the choice probability of Pepsi should
increase more than the choice probability of 7up.

IIA can be relaxed by allowing for correlation between the error terms using
other types of error distributions. In nested logit models, the error distribu-
tion is assumed to follow a type of the generalised max value (GEV) distribu-
tion that features a block correlation structure (Fok, 2017). In this approach,
the choice set is divided into “nests”, so that the alternatives within each nest
are in some way similar to each other, and different across nests. The sim-
ilarity can be defined based on, for example, a certain product attribute.
The correlation structure relaxes the IIA property so that IIA holds within
each nest but does not hold across the nests. Nested logit is often used to
model sequential decision processes, where it is assumed that consumers first
pick a product based on some key attribute and then only consider alterna-
tives that possess that attribute. For example, when modelling the choice
of milk, it could be assumed that consumers first choose which type of milk
they want (whole, semi-skimmed or skimmed milk) and then choose between
the available brands of that type. The sequences can have multiple levels of
hierarchy.

Nested logit relaxes the IIA property between nests, but the model still has
a few limitations. First, the attributes that define the nests need to be well
justified and defined separately for each choice set, so the approach cannot be
generalised for different product categories. Secondly, IIA still holds within
each nest, which means that dissimilarity of the products within the nest is
not considered (Train, 2009).

In the multinomial probit (MNP) model, the error term is assumed to follow
the multivariate normal distribution which allows for any type of correlation
structure between error terms, making any substitution pattern among the
choice alternatives possible (Chandukala et al., 2008). MNP relaxes IIA
flexibly and with no need for a pre-defined structure. One disadvantage
of the model is that when the error terms are normally distributed, the
integral (2.1) has no closed-form solution, and the model parameters have to
be evaluated numerically, which is computationally heavy.

2.4.3 Consumer heterogeneity

Even though utility functions are individual to each consumer by definition,
in practice researchers are often interested in the choice probabilities of a
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large number of customers. Modelling consumers as a homogeneous group
with a shared utility function is convenient in terms of estimation (Guadagni
and Little, 1983), but it comes with some drawbacks. Consumers are indi-
viduals with different life-stages, budgets, dietary restrictions and personal
preferences, which means that in reality, there is heterogeneity in their brand
and pack-size preferences as well as their sensitivity to changes in price and
promotions. Incorporating heterogeneity provides more information for the
choice models, which should cause the prediction abilities of the models to
increase (Van Heerde and Neslin, 2017).

Van Heerde and Neslin (2017) divide heterogeneity into two groups: observed
heterogeneity and unobserved heterogeneity. Observed heterogeneity refers
to the inclusion of household-specific variables in Vj that have different values
across households or choice occasions, but all response coefficients are still
common to all households. Different types of loyalty variables are a very
commonly featured way of including observed heterogeneity, first discussed
by Guadagni and Little (1983). Loyalty variables describe the household’s
loyalty to a certain brand, pack-size or some other product attribute that
is often calculated as a weighed moving average over the household’s past
purchases, so the more often the household has purchased a product with
some feature, the higher their loyalty towards the feature is (Guadagni and
Little, 1983). Another way of creating loyalty variables is to calculate the
portion of the number of purchases of each brand or size out of the total
number of the shopper’s purchases, during an initialisation period in the
data (Ailawadi et al., 1999).

Unobserved heterogeneity refers to the inclusion of heterogeneity in the pa-
rameters of the model, so that some or all response coefficients can vary
across households (Van Heerde and Neslin, 2017). The heterogeneity can
be modelled in multiple different ways. In mixture models, households are
divided into segments so that each consumer belongs to exactly one segment,
and some or all the model parameters are estimated so that they are segment-
specific (Kamakura and Russell, 1989). In addition to the regular parameters
of the model, the researcher also needs to estimate the number of segments
and the probability of a consumer belonging to each segment. Mixture mod-
els are often mixtures of multinomial logit models, called mixture of logits,
but the base model can just as well be a multinomial probit model or a nested
logit model. A mixture of logits model relaxes IIA on the aggregate level due
to the difference in model parameters in different segments, but the IIA prop-
erty still applies within each segment (Van Heerde and Neslin, 2017). On top
of improving models by accounting for heterogeneity, mixture models are a
natural way to segment consumers by their purchase behaviour (Kamakura
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and Russell, 1989). Another way to include unobserved heterogeneity is to
assume that the customer-level response coefficient follows a common, con-
tinuous distribution (Chintagunta et al., 1991). This means that instead of
estimating the actual response coefficients themselves, the mean and vari-
ance of the response coefficients are estimated instead. These models are
often called random effects models.

These various ways of including heterogeneity can also be mixed with each
other to form a very large selection of models (Van Heerde and Neslin, 2017).
For example, in a mixture model, the mixed base model can be assumed to
be an MNL, MNP or a nested logit model, or a random effects variation of
any of these models. The model designer also needs to decide which model
parameters are pooled across segments and which are segment-specific, and
whether to also include unobserved heterogeneity in the form of, for example,
loyalty variables in the model.

2.4.4 Attribute-based choice models

The unit of analysis in the choice models discussed so far has been brand or
brand-size, which are the most typical units of analysis in literature (Fader
and Hardie, 1996). In reality, a single product category can contain several
variants of the same brand-size, which means that a category with a handful
of brand-sizes can contain dozens of SKUs. In brand and brand-size level
models the choice alternatives can be defined in multiple different ways. One
option is to pool all SKUs within a specific brand-size together. This means
that when, for instance, modelling the choice among yogurts, each group
would contain yogurt products of a certain brand and size, but the yogurt
SKUs in the group could vary by, for example, flavour (Pedrick and Zufryden,
1991). Another option is to separate choice sets within the product category
to a more specific level by attribute (Fader and Hardie, 1996). In the yogurt
example, this would mean that the unit of analysis is still brand-size, but
the choice sets would be separated by flavour to ’natural-flavoured yogurts’,
’strawberry-flavoured yogurts’, and so on.

Consumers purchase individual SKUs and not brand-sizes, which makes SKU
the most appealing unit of analysis (Fader and Hardie, 1996). If variant
SKUs are pooled together under the same brand-size, it is not possible to
study the cross-SKU substitution effects between, for example, the different
yogurt flavours of the same brand-size. Separating the choice sets by attribute
does not allow for the study of these effects either, since by separating the
choice sets, it is by definition assumed that there is no substitution between
alternatives that belong in different choice sets. On the other hand, there
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may be so many SKUs in a single product category that changing the unit of
analysis to SKU without making any separation in the choice set can make
the model infeasible (Van Heerde and Neslin, 2017).

This problem can be addressed by utilising choice models that include prod-
uct attributes in the model, so that SKUs are described as a combination
of their attributes. Attributes are physical characteristics of a product that
can be quantified or categorised in some way. Brand and package size are
examples of attributes that are common to most product categories. In food
products, other common attributes are flavour; dietary values like low-fat
or regular fat products; in milk products lactose-free, low lactose and reg-
ular products; and in sodas sugar and sugar-free products. The attributes
included in the model should be chosen so that they are relevant to the cate-
gory and observable to the consumer (Fader and Hardie, 1996). Representing
SKUs in terms of their attributes not only makes it possible to analyse larger
choice sets in comparison to models that do not utilise attributes, but also
allows the analysis of substitution effects with respect to product attributes.

2.4.5 Purchase incidence

Choice models describe the probability of a person purchasing a certain prod-
uct out of a set alternatives, during each choice occasion. However, they do
not determine, how often the choice occasions occur or how many units are
purchased during each shopping occasion. As discussed in Section 2.3, the
sales increase during a promotion can also be attributed to factors other than
the increase of choice probability of a promoted product. Total daily sales
of a product in a store are affected by how often consumers visit the store,
how often they purchase from the product category and how many units
consumers buy (Gupta, 1988). Category growth has to be modelled as well
as product choice probabilities, to account for increase of overall purchases
in a product category during, for instance, a promotion. Category growth is
often caused by the increase in the probability of customers shopping in the
product category, which is called purchase incidence.

One possibility of accounting for purchase incidence is to add a “no-buy”
option as one of the choice alternatives in the choice model (Chandukala
et al., 2008). The advantage of this approach that it is simple to implement
to the existing choice model and that there is no need to build a separate
model for purchase incidence. However, one problem with the method is
that it is not clear, how the deterministic utility V0 should be defined for the
no-buy. It is intuitive to set the price of the no-buy to 0, but in reality, even
when not making a purchase from the product category, customers allocate
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their money somewhere else.

Another option is to model the choice of when to purchase from the product
category separately from the choice of what to buy (Gupta, 1988). These
models are called purchase incidence models. When purchase incidence mod-
els are combined with choice models, the choice model gives the conditional
probability of which item to purchase from the category, when something
is purchased from the product category in the first place according to the
purchase incidence model. Purchase incidence models allow for the incor-
poration of explanatory variables to the probability of purchasing from a
category, such as estimators for household inventory – the number of units
the household should still have in stock from the last purchase – and the
potential utility provided by the product category.

Gupta (1988) models the time between product category purchases, the inter-
purchase time, as a function of explanatory variables describing the prod-
uct category and household inventory. The inter-purchase time follows the
Erlang-2 distribution, so that the probability density depends on explanatory
variables such as prices and promotional activities in the product category
and estimates of household inventory.

Bucklin and Gupta (1992) utilise a category incidence model, paired with a
multinomial logit choice model. The category incidence model is a binary
nested logit model that includes the category utility as an explanatory vari-
able, derived from the MNL choice model. The probability of purchasing
from the product category is

P h
buy,t =

exp(γ0 + γY h
t )

1 + exp(γ0 + γZh
t )
,

where Zh
t is a function explanatory variables for category purchase decision,

including category value

CV h
t = log

K∑
k=1

exp(V h
k ).

CV h
t is the log-denominator of the multinomial logit choice model, describing

the overall utility provided by the alternatives to the household.

2.5 Loyalty card data

Retailers have different data sources to utilise in their analysis of substitute
products and customer behaviour. The most traditional data used by nearly



CHAPTER 2. BACKGROUND 17

all retailers are the aggregated or total daily sales per SKU obtained from
universal product code (UPC) scanners, which is combined with inventory
data from the retailer’s Enterprise Resource Planning (ERP) system (Brad-
low et al., 2017). Retailers utilise total sales in many analyses, such as in
analysing forecasting sales patterns by SKU, estimating price elasticities, and
assessing the effects of promotions and events on sales. Analysis is also possi-
ble on the receipt or point-of-sales (POS) level, which allows for the analysis
of, for example, item co-occurrences in market baskets. Total sales is abun-
dant, easy to store and consistent. However, total sales only show the total
effect of marketing decisions, but it cannot be used to analyse the behaviour
of individual customers.

Another traditional source of purchasing data is household scanner panel
data. In household scanner panels, a random sample of households are asked
to log all their supermarket purchases using a UPC scanner for a certain
time period (National Research Council, 2005). The purchases are manu-
ally linked to the store they were purchased at to obtain store-level data.
Scanner panel data is an ideal data source for random utility choice models.
It provides longitudinal, household-specific choice data while also recording
the factors that most likely affect purchasing decisions, like price, promo-
tions, and assortment information. As discussed in Section 2.4.3, accounting
for customer heterogeneity is crucial in order to create good choice models:
household panel data provides choice data on the most disaggregated, het-
erogeneous level. A major shortcoming in household panel data is that since
the panellists need to be recruited and compensated, it is only possible to
include a small portion of all households in the panel (Bradlow et al., 2017).
Also, the data is not continuous, but restricted to a fixed time period, so the
panel needs to be repeated at regular intervals. Guadagni and Little (1983)
and Kamakura and Russell (1989) among many others use household panel
data in their studies that model customer choice on an individual level.

A modern form of household panel data is loyalty card data, which can
be collected automatically through retail loyalty programmes. Loyalty pro-
grammes and the way they are used to collect loyalty card data is described
in the next section. Then, some previous research that utilises loyalty card
data is presented and lastly, some potential biases that can occur in loyalty
card data are discussed.

2.5.1 Loyalty programmes

Loyalty programmes are initiatives, where customers are rewarded with var-
ious benefits in exchange for their loyalty to the company (Cortiñas et al.,
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2008; Mauri, 2003). In retail loyalty programmes, members are often offered
monetary bonuses, when their spending within a certain time period reaches
a predefined limit, as well as promotions offered exclusively to programme
members (Dowling and Uncles, 1997). Customers are identified at check-
out by their personal loyalty card. The goal of these actions is to increase
customer loyalty to the firm and thus increase revenue.

Loyalty programmes in retail became increasingly popular in the 1990s and
have since matured in many countries so that a very large portion of the
population is a member in at least one loyalty programme (Dowling and
Uncles, 1997). For instance in Finland, out of the 5.5 million inhabitants,
3.8 million people hold the loyalty card of the country’s largest retailer (S-
Ryhmä, 2020). The effectiveness of loyalty card programmes has been the
target of extensive research and the results are somewhat mixed. While many
studies suggest that loyalty programmes have a positive effect on the retailer’s
total revenue, it has also been argued that the large number of competing
loyalty schemes has made the effect redundant (Cortiñas et al., 2008; Dowling
and Uncles, 1997). Due to the competition that has diminished the original
goal of the loyalty programmes, the data that is supplied by programme
members to the retailer has become an increasingly valuable part of the
benefits of loyalty programmes (Cortiñas et al., 2008).

Loyalty programmes allow for extensive data collection of loyalty programme
members. First of all, the retailer has access to the shopper’s demographic
data that is given upon registration, which may include information such
home address, age and gender (Bradlow et al., 2017). Secondly, since most
often programme members need to show their loyalty card upon each pur-
chase to receive the bonuses, the retailer has the possibility to add the cus-
tomer’s personal loyalty card ID to each purchase they make at any of the
retailer’s stores. This allows the retailers to analyse the purchases of loyalty
programme members as a time series of POS data points on an individual
level, similar to household panel data. From now on, this data is dubbed as
loyalty card data.

2.5.2 Previous applications

Public research that explicitly utilises loyalty card data is sparse. In com-
parison to traditional data sources like total store sales data and household
scanner panel data, few studies have utilised loyalty card data in research.
Loyalty card data has been utilised in various applications, such as modelling
promotional impact (Felgate and Fearne, 2015), promotion targeting (Pauler
and Dick, 2006) and the analysis of customer loyalty (Allaway et al., 2006;
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Buckinx et al., 2007). A common factor in most research utilising loyalty
card data is the segmentation of customers based on either their shopping
behaviour or demographic data (for instance, Allaway et al. (2006); Pauler
and Dick (2006)).

Felgate and Fearne (2015) analyse the impact of different promotional ac-
tivities on fresh beef products using the UK retailer Tesco’s club card data.
They hypothesise that the sales growth caused by a certain promotion type
is moderated by the consumer’s life-stage, meaning if they are, for instance,
young adults, young families or old families. They fit a simple regression
model to the club card data, where sales per store are explained by the pres-
ence of different types of promotions, like price reductions and multi-buy
promotions, as well as the composition of the customers’ life-stages. They
find that the model that includes customer life-stage represents the sales bet-
ter than when it is left out and that the sales increase by promotion type
varies by the life-stage.

Pauler and Dick (2006) develop a model for optimising the prices of a food
retailer by using their loyalty card data to segment customers by their value
to the retailer. They segment customers to eight groups using three mea-
sures of customer value: total sales, total profit and sales gap coefficient,
which is a measure of the consumer’s spending on groceries outside the re-
tailer. Segmenting customers lead to better estimates of price and promotion
elasticities, which in turn lead to higher profits after price optimisation. In
addition, the model allows the identification of the best and worst customers
to the retailer, which can be used in promotion targeting and planning among
other applications.

Analysing customer loyalty on an individual or household level is a natu-
ral application of loyalty card data. Allaway et al. (2006) segment loyalty
programme members based on their shopping habits, using five measures of
loyalty-related behaviour, such as total number of purchase occasions, av-
erage purchasing interval and total number of dollars spent at the retailer.
K-means clustering is used to segment customers to size loyalty groups, which
were then profiled and analysed further. Finally, membership in the clusters
is predicted by geographical variables, such as distance from the store and
distance from rival stores, determined from the registered address of the
member. Buckinx et al. (2007) conduct a loyalty survey on customers of a
retail chain to assess the true loyalty of customers. The survey answers are
then linked to the customer’s loyalty card demographic data and purchasing
history. They are then able to fairly reliably predict the customers’ “true”
loyalty based on the survey with predictive variables derived from the loyalty
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card data, such as monetary spending, purchasing frequency and distance to
the store.

2.5.3 Missing data and bias in loyalty card data

Although loyalty card data is a rich source of data, it could give a biased rep-
resentation of the total customer base. Not all customers of a retailer join the
loyalty programme, which means that loyalty programme members only rep-
resent a portion of all customers. Loyalty scheme members may behave very
differently in comparison to non-members. Since customers sign-up for the
programme voluntarily, there can be selection bias in what type of customers
join the programme. For example, if the loyalty card scheme provides nu-
merous member-only promotions, customers who join the programme may
be more sensitive to promotions than others (Cortiñas et al., 2008). The
bias in sensitivity may also vary by product category. On the other hand, if
the programme awards monetary bonuses for customers with high monthly
spending, the programme could be more attractive to people who are already
frequent and high-spending customers at the store (Smith et al., 2003).

Some studies have been conducted on the differences between loyalty pro-
gramme members and non-members. Loyalty programme members tend
to shop bigger shopping baskets and their average spending per visit is
higher (Cortiñas et al., 2008; Smith et al., 2003). Cortiñas et al. (2008)
study the difference in price and promotion sensitivity between members
and non-members of a loyalty programme, where on each shopping trip, pro-
gramme members are awarded points that can be exchanged to gifts. They
find that price sensitivity is similar between members and non-members,
but sensitivity to promotions varies between the groups, depending on the
product category. They argue that since the average shopping basket size
of purchases made with a loyalty card is larger compared to purchases with-
out loyalty card, the marginal cost of increasing the shopping basket size is
higher for purchases made with the card, which causes card holders to be
less sensitive to promotions in product categories with large pack-sizes.

In addition to loyalty card data not including purchases from all customers,
it also does not include all purchases of loyalty card members. In the di-
ary study conducted by Smith et al. (2003), loyalty card holders use their
loyalty cards on only 84% of purchases. Mauri (2003) study the activity of
loyalty card use at an Italian grocery retailer and find that a large portion
of customers who hold a loyalty card do not use it frequently. Potential ex-
planations for this could be that the shopper does not feel the need to show
the card when doing small purchases compared to their regular basket size,
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or that the loyalty scheme is generally of little interest to the card holder.
Card holders might not necessarily have sufficient knowledge on the loyalty
programme to know how to profit from it. The lack of commitment to using
the loyalty card means that the POS data points that do not have a loyalty
ID also include purchases made by loyalty programme members. Another
problem with loyalty card data is the fact that shoppers tend to spread their
purchases across multiple stores, which means that the loyalty card database
of one retailer only covers a part of the purchases of any household. This
means that it is not possible to determine true consumption based on loyalty
card data.



Chapter 3

Generation of loyalty card data

Due to data privacy issues, real loyalty card sales data could not be used
in this thesis. Instead, the loyalty card data is simulated. The purchases of
N customers in product categories of 10, 20 and 30 SKUs in a retail store
are simulated to generate three data sets of product choice data over a time
period of four years. The shopper of each purchase can be identified like
in loyalty card data. In the simulation, different products are frequently
promoted, so that large promotional increases and substitution effects are
created.

The simulation consists of four steps that are repeated for each customer:
initialisation of simulation parameters, simulation of store visits, determin-
ing product choice out of the product category, and determining purchase
incidence. The simulation is visualised in the diagram in Figure 3.1. Cus-
tomer visit times are simulated as independent Poisson processes of varying
frequencies, pictured in part 2 of the diagram. Product choice is simulated
using attribute-based multinomial logit models that are unique to each cus-
tomer, pictured in part 3 of the diagram. Lastly, purchase incidence is sim-
ulated using a binary nested logit approach, so that the utility of making a
purchase depends on the utility that the chosen product would provide for
the customer. Simulation of purchase incidence is described in part 4 of the
diagram.

In the rest of this chapter, methods used in generating the data and the
resulting data sets are presented. Section 3.1 elaborates on some desired
qualities of the data and Section 3.2 describes the product assortments. The
different steps of the simulation are presented in Sections 3.3 and 3.4. Finally,
some characteristics of the final data sets are presented in Section 3.5.

22
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Figure 3.1: Diagram of simulation.
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3.1 Desired qualities for generated data

Three central goals for the generated data are set:

1. On daily aggregate level, the sales data should resemble real retail sales
data to a reasonable extent.

2. Customers should be extremely heterogeneous in their product prefer-
ences and sensitivities to product price, so that it is not possible to
reverse-engineer the underlying choice model by fitting.

3. There should be distinct substitution effects between products so that
the IIA assumption is not obeyed on aggregate level.

To meet the first goal, customer visit times are simulated as a Poisson process.
The Poisson process is a common way to simulate customer visits and it
generates sales whose variance resembles the variance in real-life sales data.
The day of week affects the probability of visiting, so that customers tend to
shop more often at the end of the week than at the beginning of the week.
To achieve this, the customer visits are simulated using a non-homogeneous
Poisson process, where the visit rate depends on the weekday.

The second and third goals are closely related to each other. The two goals
are met by simulating product choice using a mixture of attribute-based
multinomial logit models with random effects. The mixture structure and
random effects ensure that there are considerable differences between cus-
tomers’ utility functions and that each of them is unique. The mixture
structure also relaxes IIA on aggregate level through customer heterogeneity,
so that the third goal is also met. For simplicity, IIA is allowed to apply to
the decisions of each customer, which allows the use of an MNL model as the
ground model.

3.2 Product assortments, attributes and

prices

Three data sets are simulated for product assortment sizes of 10, 20 and
30 SKUs and different product attributes are defined for each SKU. Setting
product attributes makes it easier to design substitution patterns that break
the IIA assumption. For example, if some customer segments have a high
preference for brand A, customers in that segment are more likely to sub-
stitute within the brand rather than switching to competing brands. On
aggregate level, when a product of brand A is promoted, the sales of the
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brand’s other products are then cannibalised more than would be expected
according to the IIA assumption. The 10 SKU and 20 SKU assortments are
a subset of the 30 SKU assortment, and the products are named using a nu-
merical index in the original 30 SKU assortment. So, for example, product
26 is included in all 3 assortments.

The SKUs have seven different attributes with different numbers of attribute
levels. The number of levels depends on the assortment size, since in the
smaller assortments, all SKUs may possess the same attribute level for some
attribute, in which case the attribute is excluded from the simulation. The
three main attributes include brand, pack-size and type. Brand has 3, 6 and
8 different labels in the 10, 20 and 30 SKU assortments, respectively. Pack-
size has 3 different size classes in the 10 SKU assortment and 4 classes in the
20 and 30 SKU assortments, and there are 4 different types in the 10 SKU
assortment and 5 types in the other assortments. Additionally, 2, 4 and 5
different binary attributes are used in the 10, 20 and 30 SKU assortments,
respectively. These kinds of attributes could describe whether the product
is, for example, organic or not. All product attribute levels of product j are
represented as a vector Aj ∈ {0, 1}K , where Ajk = 1, when product j has
attribute level k and Ajk = 0 otherwise. Table 3.1 presents the Aj vectors
and prices of the products in the 10 SKU assortment.

attribute A1 A2 A7 A10 A11 A12 A13 A17 A25 A26

brand 1 1 1 1 0 0 1 1 0 0 0
brand 2 0 0 0 1 1 0 0 1 0 0
brand 3 0 0 0 0 0 0 0 0 1 1
size 1 0 0 0 1 0 0 0 0 0 0
size 2 1 0 0 0 1 1 0 1 1 1
size 3 0 1 1 0 0 0 1 0 0 0
type 1 0 0 0 0 1 1 1 1 0 0
type 2 1 1 0 0 0 0 0 0 0 0
type 3 0 0 1 1 0 0 0 0 0 0
type 4 0 0 0 0 0 0 0 0 1 1
not organic 1 1 1 1 1 1 1 1 1 0
organic 0 0 0 0 0 0 0 0 0 1
not flavoured 1 1 1 1 0 1 1 1 1 1
flavoured 0 0 0 0 1 0 0 0 0 0
price 5.3 5.1 6.7 7.92 8.87 8.1 7.6 8.7 9.5 9.2

Table 3.1: Attributes and prices of the products in the 10 SKU assortment.
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In order to simulate substitution effects, the prices of the products need
to vary. This is done by setting price promotions for the products. For
simplicity, each of the products has a fixed price that only changes when
the product is promoted. During the first three years of simulated data,
that is during the initialisation and training periods, each of the products
is promoted in numerical order in cycles, so that after the last product has
been on promotion, the promotion cycle is starts again from SKU 1. When
on promotion, the price of a product is discounted by a percentage that is
uniformly drawn from discounts of 5, 10, 15 or 20%. The length of each
promotion and the time periods between two consecutive promotions are
determined at random, so that the length of each promotion varies from 5 to
14 days and that there is at minimum 4 days and at maximum 12 between
any two promotions. During the last year of simulated data, the validation
data period, each product is promoted once by a 15% discount, so that the
length of the promotion is 7 days in the 20 and 30 SKU assortments and 14
days in the 10 SKU assortment. Only up to 20 products are promoted in
each data set, meaning that in the 30 SKU assortment, only 20 SKUs are
promoted.

3.3 Simulation of customer visits

Customer visit times are simulated as independent Poisson point processes
so that each customer has a unique visit frequency. Consumers tend to shop
more often at the end of the week than in the beginning of the week. This
means that when customer visits are simulated using a Poisson process, the
rate parameter of the exponential distribution needs to vary by weekday,
resulting in a non-homogeneous Poisson process. The distribution of sales by
the day of week is called a week profile. The simulation of customer visits is
visualised in part 2 of the diagram in Figure 3.1. The number of customers
N is 5000 in all three simulations.

Each customer n visits the store according to a non-homogeneous Poisson
process with rate function λn(t). The rate function has the form

λn(t) = λn,wday(t),

where wday is a function that indicates the weekday of time t, so that
wday(t) = 1, if the date is a Monday, wday(t) = 2, if the date is a Tuesday,
and so on.

The non-homogeneous Poisson process can be efficiently implemented us-
ing thinning (Lewis and Shedler, 1979; Pasupathy, 2011). The idea be-
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hind thinning is to sample from a homogeneous Poisson process with rate
λmax equivalent to the maximum rate of the non-homogeneous Poisson pro-
cess’s rate function λ(t). Each sample t is then rejected with probability
1− λ(t)/λmax. The resulting samples are equivalent to samples drawn from
a non-homogeneous Poisson process with rate function λ(t).

Applying thinning to account for week profiles is straightforward. The week
profile is described by the relative distribution of weekly sales between the
weekdays f ∈ R7

≥0,
∑
f = 1, so that f1 represents the portion of weekly

sales that occur on Monday, and so on. The mean of samples per time unit,
in this case day, generated by a Poisson process is equivalent to the rate λ.
For weekday w, the average number of visits is therefore

λw = fw

7∑
i=1

λi,

which is also the rate of the non-homogeneous Poisson process on weekday
w. The acceptance probability of sample t is therefore

f̂wday(t) =
λwday(t)

λmax

=
fwday(t)

∑7
i=1 λi

fmax

∑7
i=1 λi

=
fwday(t)

fmax

.

The week profile and the resulting acceptance probabilities used in simulation
are presented in the table below. For simplicity, the same week profile is used
for all customers.

Mon Tue Wed Thu Fri Sat Sun
fw 0.11 0.13 0.13 0.14 0.15 0.16 0.18

f̂w 0.61 0.72 0.72 0.78 0.83 0.89 1

Since the visiting frequencies should vary between customers, an individual
rate λn is drawn for each customer from a gamma distribution with shape
k = 1.5 and rate r = 0.06, so that

1/λn ∼ Γ(k, r).

The resulting rates λn are capped at 1, which corresponds to visiting the
store once per day on average. The maximum rate λn,max used in simulation
is derived from the drawn rates as λn,max = 7fmaxλn.

There is no customer churn, which means that no customers begin or end
visiting the store during the simulation period, in other words all customers
are frequent shoppers for the entire simulation time.
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3.4 Product choice simulation

Product choice was simulated using a mixture of attribute-based multinomial
logit models with random effects, inspired by Fader and Hardie (1996). The
deterministic utility of each customer is a function of product price, which
varies by time, and product attributes which are time-invariant. Each cus-
tomer is assigned to a customer segment and the attribute-based part of their
utility function is generated by adding a small random variation to a base
utility function that is defined by the segment. Price sensitivity is drawn
from a log-normal distribution for each customer. Following the definition
of MNL models, the final utility of each product at each choice occasion
is determined by adding a Gumbel-distributed error term to the utility of
each product. Customers always choose the product that provides maximum
utility.

The deterministic utility function of customer h is a function of product
attributes Aj and price pjt

V h(Aj, p) = Ajα
h + pjtβ

h,

where αh ∈ RK and βh ∈ R are customer-specific response coefficients for
product attributes and product price, respectively. To obtain the customer-
specific parameters, each customer h is assigned randomly to one of S = 72
customer segments with uniform probability. The product attribute prefer-
ences are generated as

αh = αs + ξh,

where αs is the preference vector of the customer segment that the customer
belongs to and ξh is a random term, generated by sampling independently
from a zero-mean normal distribution, so that ξhk ∼ N (0, 0.08), for each
k = 1, . . . , K.

Price sensitivity βh is generated using a log-normal distribution, so that

βh ∼ −Lognormal(0.5, 0.75)/3.

The negative of a log-normal distribution is used to ensure that price sensi-
tivity is always negative.

An error term is added to V to determine the final utility U of each product
at each choice occasion, so that

Uh
jt = V h

jt + εjt.
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The error term εjt is drawn from a zero-mean Gumbel distribution with
probability density

f(ε) =
1

β
exp(−(

x

β
+ exp(−x

β
))),

where the scale β = 0.2. During each purchasing occasion, the customer
chooses the product that provides maximum utility. The maximum utility is
denoted as Umax = maxj=1,...,J(Uh

jt).

As the final step, the purchase incidence is determined based on the maximum
utility Umax. The probability of purchasing is determined using a binary logit
approach, so that utilities of buying and not buying are determined as

U(buy) = −4 + 2Umax + ε1

U(no-buy) = ε0

The error terms are drawn independently from the Gumbel distribution, so
that ε ∼ Gumbel(0, 0.5). If U(buy) > U(no-buy), the customer makes the
purchase and otherwise does not. The no-buy decisions are also recorded,
similar to product choices.

3.5 Characteristics of simulated data

The simulations result in 3 data sets of product choice data of 5000 customers,
out of product assortments of 3 different sizes. All simulated data sets include
four years of data. Up to 20 products in each data set are regularly promoted,
so that during the first three years, promotion lengths and discounts vary and
during the final year of the data, each product is discounted by 15% once for
14 days in the 10 SKU assortment, and for 7 days in the other assortments.
From now on, the data set with 10 SKUs will be called A10, the data set
with 20 SKUs will be called A20 and similarly the 30 SKU data set will be
called A30, to improve readability.

Table 3.2 recaps some key figures for each data set. The number mean visits
per day is almost the same in all data sets, since customer visit frequencies
were generated with the same methods and parameters. The number of mean
purchases per day varies between the data sets, so that most purchases are
made in A30 (446.4 purchases per day on average), and the least purchases are
made in A10 (around 359.9 purchases per day). Consequently, the number
of no-buy decision is the highest in A10.
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mean purchases mean no-buys unique SKUs highest lowest

per day per day per customer sellers sellers

A10 359.9 134.9 3.6 2 (86.0) 25 (6.2)

26 (76.2) 7 (14.2)

A20 441.9 52.9 5.1 5 (66.4) 25 (0.3)

4 (41.2) 7 (3.2)

A30 446.4 47.6 5.4 5 (56.4) 25 (0.3)

28 (37.4) 20 (0.6)

Table 3.2: Key figures of product sales per day and per customer for each as-
sortment. The highest and lowest sellers columns are given in format “Prod-
uct name (mean daily sales)”.

The third column in Table 3.2 shows the mean number of unique SKUs each
customer purchases during the simulation period. As expected, the number
is highest in A30, where the number of product alternatives is the largest.
The values are relatively small, considering that the assortments are large
and the simulation time is long. This means that customers are fairly loyal
to their favourite products.

Figure 3.2 shows plots for daily sales of the products in A10 during the second
training data year in A10, as well as the number of no-buy decisions. The
sales spikes that occur during campaign periods are very high. The sales data
shows clear cannibalisation effects between the products, and some promotion
periods that cannibalise other products are highlighted in the plots. Looking
at the plot for no-buys, it can be seen that the number of no-buys decreases
significantly during promotions on products 1 and 2. These products are the
two cheapest products in the assortment, so it makes sense that these two
products increase purchase incidence in the category the most.
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Figure 3.2: Daily product sales during the second year of training data in
A10. The red lines define a promotion period for product 13, which visibly
cannibalises the sales of products 7 and 2. The blue lines define a promotion
period for product 11, which in turn cannibalises products 10, 12, 17 and 26.



Chapter 4

Methods in modelling customer
choice

This chapter introduces the three random utility choice models used to model
customer choice in the three generated data sets, using product price and
loyalty variables, which are calculated using the initialisation period data.
The first two models are called the pooled MNL and the k-means mixture of
MNLs, and the third is simply called MNP. The models are evaluated against
a benchmark sales correlation method that only uses daily aggregates of the
generated data.

This section has the following structure. First, in Section 4.1, some basic
principles used in constructing the choice models are discussed. Section 4.2
presents the loyalty variables used in the methods and Section 4.3 presents
the three choice models that were developed. For each choice model, the
deterministic utility function that is used by the model is presented and the
methods of calculating model fits and sales forecasts are discussed. Sec-
tion 4.4 presents the sales correlation model that is used as a benchmark
model for the choice models. Finally, Section 4.5 presents the methods used
in estimating the choice models.

4.1 Discussion on choice model construction

There are a few things to consider when applying MNL and MNP models
to retail loyalty card data. First of all, as discussed in Section 2.4, SKU-
level sales data is usually pooled to brand or brand-pack size level so that
the number of product alternatives ranges from 5 to 10 products. In SKU-

32
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level models that were discussed in Section 2.4.4, products are presented as a
combination of product attributes which makes estimation more efficient. In
retail, SKU is the main planning unit for forecasting and replenishment. So,
the methods need to be able to handle a much larger number of alternatives
than simply the number of brand-sizes in the product category. However,
consistent attribute information is usually difficult to obtain on a large scale.
Retailers may not have attribute information available for all brands or all
relevant attributes, and if it does exist, the attribute labels are not necessarily
stored in a standard format across brands. Getting consistent attribute in-
formation for all products would therefore require significant standardisation
of the data through manual work or natural language processing. Therefore,
in this research, SKU choice probabilities are modelled without attribute
information.

Another important thing to consider is how customer heterogeneity is in-
cluded in choice models. As discussed in Section 2.4.3, accounting for het-
erogeneity in the customer base is key in choice modelling. Observed hetero-
geneity is very straightforward to implement in choice models from the past
purchases of each customer using loyalty card data. Unobserved heterogene-
ity in, for instance, price sensitivity between customers, on the other hand,
is more difficult to implement. Latent mixture models are computationally
heavy and overly complex for the purposes of this thesis. For this reason,
observed heterogeneity is included in all models and unobserved heterogene-
ity is not implemented in any way. In the pooled MNL and MNP models,
loyalty variables are included as model regressors to capture heterogeneity
in the models. The k-means mixture of MNLs approach attempts to also in-
clude heterogeneity in price sensitivity by using a simple k-means clustering
approach.

Lastly, a way to handle no-buy decisions needs to be decided. In the simu-
lated data, the decision to make or not to make a purchase depends on the
utility that the chosen product would bring to the shopper. To avoid having
to model purchase incidence separately from the choice models, the recorded
no-buy decisions are included in all choice models as a choice alternative
similar to the other products. The price of the no-buy is set to 0 and loyalty
variables are calculated for the no-buy decisions similar to other products.
The number of products is denoted with J , so the total number of choice
alternatives with the no-buy included is J + 1.
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4.2 Loyalty variables

Observed heterogeneity was implemented using SKU-level customer-specific
loyalty variables. As discussed in Section 2.4.3, the two options for a loy-
alty variable are the moving average-type variable from Guadagni and Little
(1983), which changes depending on the choice occasion, and the preference
variable introduced in Ailawadi et al. (1999), which is constant for each choice
occasion. The latter one was chosen as it was the simpler of the two.

The SKU-loyalty variables are calculated using the 1 year initialisation period
in the data set. Loyalties are calculated for each customer and each SKU
and the no-buy alternative, so that there are N × (J + 1) loyalty variables in
total. The loyalty of customer h to product j is

Lh
j =

number of times customer h chose alternative j

total number of visits of customer h
. (4.1)

Consequently for each customer, the sum
∑J+1

j=1 L
h
j = 1. If the customer has

no visits during the initialisation period, all loyalty variables are set equal so
that they sum to 1, Lh

j = 1/(J + 1).

4.3 Choice models in comparison

Next, the three choice models in comparison are presented. As all three
models are random utility choice models, they share some similar features.
Like discussed in Section 2.4, all random utility choice models have a deter-
ministic utility function, which gives the utility of each product alternative
at each choice occasion before random variation. In this thesis, linear utility
functions are used, so that the utility of product j at choice occasion i is

Vji = Xjiθ,

where θ is a vector of model parameters and Xji is the data matrix. As
only the relative utilities of the alternatives on each choice occasion matter,
utilities are scaled to represent their utility difference to a base alternative.
SKU 1 is used as the base alternative so that V1i = 0 at all times. The final
utility is defined as

Wji = Vji + εji, (4.2)

where εji is an error term whose distribution depends on whether the model
is an MNL or an MNP model. The utilities W are not observed from the data
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but instead the data only shows which alternative was chosen, that is, which
alternative had the highest utility at each choice occasion. The observation
Yi is an indicator of which alternative had maximum utility and is given by
the latent variable Wi as

Yji(Wi) =

{
1 if Wji ≥ max(Wi, 0)

0 otherwise.

The observed choices Y are used in the model estimation methods to derive
optimal model parameters θ∗.

4.3.1 Pooled MNL

The simplest fitted model is called the pooled MNL model. In the model, all
customers share the same deterministic utility function and the base model
is a multinomial logit model. The deterministic utility function is defined as

Vjhi = αj + β1priceji + β2L
h
j , (4.3)

where αj is the intercept term of alternative j, Lh
j is the loyalty of customer

h to product j defined in Equation (4.1) and priceji is the price of product
j at time i. MNL outputs the choice probabilities of each product given the
product prices and loyalty variables, so that the probability of customer h
choosing product j at time t is

phjt =
exp(αj + β1pricejt + β2L

h
j )∑J

k=1 exp(αk + β1pricekt + β2Lh
j )
. (4.4)

Optimal model parameters are found using maximum likelihood estimation
(MLE), which is described in more detail in Section 4.5.2.

Fitting the estimated MNL model to training data is a straight-forward cal-
culation. When calculating model fits, for each choice occasion the product
prices and customer are simply inserted in Equation (4.4) to obtain product
choice probabilities for that choice occasion. The probabilities of each prod-
uct are then summed together by day, which results in model fits of daily
sales.

Calculating model forecasts for the validation data is trickier. In the training
data, the number of customer visits for each day and the customers’ loyalty
variables are known, which makes the estimation of choice probabilities sim-
ple. However, in forecasting, there is no knowledge of which customers visit
the store each day. So, there is only data on future daily prices but no data on
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loyalty variables. Simply using the mean of all loyalty variables in forecast-
ing is not sufficient, since the IIA assumption would apply to the forecasts.
Instead, the customer populations’ loyalty variables are summarised using
k-means clustering, which is explained in more detail in Section 4.5.1. The
forecasts are then calculated using product prices in the validation data set
and each loyalty variable cluster centre. Note that in this step, instead of
clustering customers, the loyalty variables of each choice occasion are clus-
tered. This means that in the data that is clustered, there are duplicates of
the same loyalty variable vectors of each customer, depending on how often
the customer visited the store.

Lastly, the weighed average of the clusters’ product choice probabilities is
calculated, using the cluster sizes as weights. The average product choice
probabilities are then multiplied with the average number of customer visits
per day. This results in forecasts that are constant unless there is a change
in product prices, which causes the magnitudes of the forecasts to shift.

4.3.2 K-means mixture of MNLs

The pooled MNL method captures differences in the population’s SKU loyal-
ties which slightly relaxes the IIA assumption. One problem with the pooled
model is that the other model parameters, product intercepts α and price
sensitivity β1 are the same for all customers. In the choice model used for
simulating the data, there are significant differences between customers in
these parameters.

In the k-means mixture of MNLs, customers are first clustered by both their
SKU loyalty variables L and the mean price of their purchases during the
initialisation period, so that customers are divided into fixed segments S ′.
Note that unlike in the pooled approach, the clustering in this method is
performed on customers instead of choice occasions. The deterministic utility
of the model is then

V s
ji = αs

j + βspriceji, (4.5)

so that all model parameters depend on the customer segment s ∈ S ′ of the
customer, which is determined in the initial clustering. Unlike in the pooled
MNL model, the loyalty variables are not used as regressors in the model.

Model fits to the training data are obtained by calculating product choice
probabilities for each choice occasion, using the model parameters of the clus-
ter that the customer belongs to. In forecasting, product choice probabilities
are first calculated separately for each cluster, using the product prices of
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each date in the validation data. The probabilities are then weighed with
the cluster’s size, which is calculated based on the average visit frequency of
the customers in that cluster, and summed together to obtain product choice
probabilities for the entire customer base. Finally, the choice probabilities
are multiplied with the average number of customer visits per day.

The k-means mixture model has two drawbacks worth mentioning. First,
some customer groups may not have any observations for a product alterna-
tive. In these cases, the alternative must be omitted from the fitted model,
since it was noticed that the MNL models are not able to give a reliable model
estimates if one choice alternative has no observations. Another drawback
is that the number of model parameters increases by almost the number of
clusters in comparison to the pooled MNL.

4.3.3 MNP

The final choice model is the multinomial probit model, which is formulated
the same way as the pooled MNL model, except that the base choice model
used is a multinomial probit model. The same deterministic utility function
is used as in the pooled MNL approach, defined in Equation (4.3). In MNP,
the error term added to the deterministic utility is normal distributed, so
that the model formulation is

Wij = Xijθ + εij, εi ∼ N (0,Σ).

In addition to the parameters θ, in the MNP model, also the covariance
matrix Σ needs to be estimated. As explained in Section 2.4.2, MNP does
not have a closed-form solution like the MNL model, which makes model
estimation much more difficult. The model parameters are estimated using
a simulation approach called Markov Chain Monte Carlo estimation, which
is described in further detail in Section 4.5.3. In fitting and forecasting sales
with the MNP model, a similar approach to the pooled MNL approach is
used.

4.4 Benchmark sales correlation method

Alternative cannibalisation campaign forecasts are calculated using a simple
sales correlation method. In the sales correlation method, a correlation test
is performed between the sales increase of a promoted product and the sales
decrease of each of the other products. If the correlation is considered sig-
nificant on a predefined significance level, a linear regression model is fit to
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predict the sales decrease of the affected product as a function of the sales
increase of the promoted product. Otherwise, it is assumed that the other
product is not affected by price changes of the promoted product.

In order to compare sales increase and sales decrease, approximations of
baseline sales for each product are needed. Additionally, to forecast the sales
decrease, a separate campaign forecast is required for the promoted product.
Daily baseline sales and campaign forecasts are estimated using one of the
fitted choice models, referred to as the reference choice model from now on.
The correlation tests are performed on total daily sales level. Both sales from
the initialisation and training periods are used in the correlation tests.

Consider a correlation test between the sales increase of a promoted product
l and the sales decrease of product m. First, daily sales of the products are
fetched for dates when product l was promoted, denoted as group T p

l with
length Np. Daily sales increase of promoted product l is calculated as

yinclt = ylt − bl, t ∈ T p
j ,

where ylt denotes the sales of product l on day t and bl are the daily baseline
sales of product l, calculated using the reference choice model. Sales decrease
of product m is similarly calculated as

ydecmt = ymt − bm, t ∈ T p
j .

A correlation test is performed between yinclt and ydecmt using the Pearson cor-
relation coefficient, which measures linear correlation between two variables.
The coefficient is calculated for a data sample as

r(yincl , ydecm ) =

∑
t∈T p

l
(yinctl − ȳincl )(ydectm − ȳdecm )√∑

t∈T p
l
(yinctl − ȳincl )2

√∑
t∈T p

l
(ydectm − ȳdecm )2

Student’s t-test is then performed on the coefficient with Np − 2 degrees of
freedom and test statistic

t∗ = r

√
Np − 2

1− r2
.

The null-hypothesis is that there is no linear correlation between the two
variables and the alternative hypothesis is that there is linear correlation.
The null-hypothesis is rejected when p-value < 0.05.
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If correlation is detected, a linear regression model is fit between the sales
decrease and sales increase, so that

ydecm = c+ dyincl .

Since the sales correlation does not have independent baseline or campaign
increase forecasts, only cannibalisation forecasts are calculated using the
method, and the baseline and campaign increases forecasts are set equal
to the forecasts given by the reference choice model. During promotions,
for products other than the promoted product, if correlation was detected
between the promoted product l and the other product m, the forecast of
the other product is set as

ŷm = bm + ydecm

⇒ ŷm = bm + cml + dml(ŷl − b̂l).

If no correlation was detected, the forecast of the other product is set to its
baseline forecast

ŷm = bm.

4.5 Methods used in estimation

In this section, methods used in model estimation are presented. K-means
clustering is used in both the pooled MNL and the k-means mixture of MNLs
model, and is discussed in Section 4.5.1. Maximum likelihood estimation is
used in estimating the MNL models in both the pooled MNL and k-means
mixture of MNLs, and is presented in Section 4.5.2. Section 4.5.3 presents
the Markov Chain Monte Carlo method which is used to estimate the MNP
model.

4.5.1 K-means clustering

The goal of k-means clustering is to partition the data set x into k sets
S ′ = {S ′1, . . . , S ′k} so that the total within-cluster sum of squares (TSS) is
minimised. The problem formulation is

arg min
S′

TSS = arg min
S′

k∑
i=1

∑
x∈S′

k

||x− µi||2,

where µ is the mean of data points in cluster i.
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The clustering is done using the popular algorithm of Hartigan and Wong
(1979). The basic idea in the Hartigan–Wong algorithm is to iterate through
each data point, so that on each iteration, the data point is assigned to its
closest cluster and cluster centres are recalculated. The algorithm is ini-
tialised by assigning k random data points as the cluster centres, calculating
the Euclidian distance between each data point and cluster centre, and as-
signing each point to the cluster that is closest.

The main algorithm alternates between two stages where data points are re-
assigned to cluster centres. In the optimal transfer stage, each data point I
is iterated through and re-assigned to its current closest cluster centre. After
each re-assignment, cluster centres are recalculated. In the quick-transfer
stage, each point is iterated through again, but this time it is only checked if
the point’s second-closest cluster that was saved in the optimal transfer stage
has since become the point’s closest cluster, and appropriate re-assignments
are made. The algorithm alternates between the optimal transfer stage and
the quick-transfer stage until there are no more reassignments.

The number of clusters in the k-means algorithm is taken as an input, which
means that some method of determining the number of clusters in the data
needs to be implemented. In this thesis, the clustering is first performed
with different number of clusters k and the TSS of each clustering scheme is
saved. A penalty term is then added to each TSS value, so that the higher
the number of clusters is, the larger the penalty term is. The penalty term
used in this thesis is inspired by the Bayesian Information Criterion (BIC).
So, for each number of clusters k, the following value is calculated

TSS +
1

2
k m lnn, (4.6)

where n is the number of observations and m is the length of the data point
vectors. The clustering scheme that minimises Equation (4.6) is chosen.

4.5.2 Maximum likelihood estimation

The MNL model is estimated using maximum likelihood estimation (MLE).
In MLE, the model parameters are estimated by maximising the likelihood
of the data sample, so that the sample is most probable under the assumed
statistical model. The likelihood of a data sample is the joint probability,
or the product of the probability of each data point given the model param-
eters (Chandukala et al., 2008). The model parameters that are estimated
with MLE are called maximum likelihood estimates (MSE).
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Let us evaluate the log-likelihood function of a linear MNL model given the
observed data sample of T choices out of J + 1 alternatives. The probability
of choosing product j at choice occasion i is

pji =
exp(θXji)∑J
k=1 exp(θXki)

.

where Xk a is vector of the model variables and θ a vector of model param-
eters. The likelihood of choice occasion i is

pi =
∏
j

p
Yji

ji ,

where Yji = 1, if product j was chosen and 0 otherwise. The likelihood
function is obtained by multiplying the probabilities of each choice in the data
sample. For computational convenience, the logarithmic transformation of
the likelihood function is maximised instead of the regular likelihood function.
The log-likelihood function for the MNL model is

logL(θ) = log
∏
i

∏
j

p
yji
ji =

∑
i

∑
j

yji log pji

=
∑
i

∑
j

yij log(
exp(θXij)∑
k exp(θXik)

)

logL(θ) =
∑
i

∑
j

yijθXij −
∑
i

∑
j

yij log(
∑
k

exp(θXik)) (4.7)

The Newton-Raphson method is used to find maximum likelihood estimates
θ? that maximise Equation (4.7) given the observed choice indicators Y . The
basic principle of Newton-Raphson is to iteratively move towards the gradient
of the log-likelihood function by a step size that is the negative inverse of
the Hessian matrix of the log-likelihood (Süli and Mayers, 2003). The log-
likelihood is globally concave, which means that there is a unique global
maximum and that the Newton-Raphson method is guaranteed to increase
the likelihood function at each iteration. The iterations are repeated until
the increase in log-likelihood is less than a predefined convergence parameter.

4.5.3 Markov Chain Monte Carlo

The MNP model is fit using Markov Chain Monte Carlo (MCMC) simulation.
MCMC is a type of Monte Carlo integration that uses Markov Chains in
sampling data from complex probability distributions (Gilks et al., 1996).
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MCMC is widely applied in Bayesian modelling, where it is used to sample
from complex posterior distributions. In the estimation of multinomial probit
models, MCMC is used to estimate the model parameters.

MCMC combines the principles of Monte Carlo integration and Markov
Chains (Gilks et al., 1996). Monte Carlo integration is a method of numeri-
cal integration that uses samples of random numbers (Gilks et al., 1996). In
Monte Carlo integration, an integral is evaluated by drawing random points
from a target distribution and evaluating the integrand at each point. A
Markov Chain is a probabilistic process that models a sequence of random
variables corresponding to the states of a system, so that the probability of
the next state depends only on the state of the previous observation (Ching
and Ng, 2006). The Markov Chain can be described using a transition kernel
P (Xt+1|Xt), which gives the probability of the next observation given the
current state. Under certain regularity conditions, the Markov Chain has a
stationary distribution π, so that when a sequence of samples are drawn using
the transition kernel, the distribution of the samples will converge towards
the stationary distribution π.

Monte Carlo integration assumes that the target distribution φ can be sam-
pled efficiently, which may not always be possible. The idea behind MCMC is
to construct a Markov Chain so that its stationary distribution π equals the
target distribution φ. The samples can then be generated using the Markov
Chain instead of the target distribution, since as long as the number of drawn
samples is large enough, the resulting sample will resemble a sample drawn
directly from the target distribution.

The most commonly used way of constructing the Markov Chain is Gibbs
sampling (Gilks et al., 1996). Gibbs sampling relies on the result that it is
possible to draw from the joint distribution of a collection of random variables
by drawing successively from their conditional distributions (McCulloch and
Rossi, 1994). In a bivariate example case, provided by McCulloch and Rossi
(1994), in order to sample from the joint distribution of π = (π1, π2), one
would first draw from the conditional distribution π′1|π2 and then from the
distribution π′2|π′1. The sequence of drawn variables forms the Markov Chain
that converges to a sample drawn from the target joint distribution of π.

The MCMC algorithm used in the estimation of the MNP model follows
Scheme 1 of Algorithm 1 proposed by Imai and Van Dyk (2005). The goal of
the algorithm is to estimate posterior values for the deterministic utility func-
tion’s β parameters and the covariance matrix Σ of the normal distributed
error term, conditional on the observed choices Y . The estimation is done
using the latent utilities W , so that posterior values are also drawn for the
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W parameters. So, a Gibbs sampler is constructed to draw from the target
distribution W,β,Σ|Y . A posterior distribution is defined for each param-
eter, conditional on the current estimates of the other parameters, and the
samples for each parameter are drawn in sequence. The samples are drawn
in the following steps:

Step 1: For each sample i and alternative j = 1, . . . , J − 1 draw W t
ij given

W t
i,−j, θ

t−1, and Y , where

W t
i,−j = (W t

i,1, . . . ,W
t
i,j−1,W

t−1
i,j+1, . . . ,W

t−1
i,J−1).

The distribution W t
ij|W t

i,−j, θ
t−1, Y has a univariate normal form that is trun-

cated to positive, if Yij = 1 and truncated to negative if Yij = 0.

Step 2: Draw from βt given W t and Σt−1, using the normal posterior distri-
bution.

Step 3: Draw Σt given βt and (W t
i −Xiβ

t) for all samples i, using the Wishart
posterior distribution.

The algorithm is continued for a pre-defined number of iterations, and the
parameter estimates are calculated as the mean of all draws. Typically, some
number of samples are discarded from the beginning of the algorithm, called
a burning period. The samples can also be thinned, so that some of the
samples are removed at a regular thinning interval.
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Results

The results are presented in three parts. Section 5.1 presents initial results
for model fits in full data sets and an overview of the forecasting accuracies
of the different models. Since the full data sets have abundant sales data,
it is expected that the sales correlation performs well in comparison to the
choice models in the full data sets. However, when there is less data available,
detecting statistically significant correlation becomes more difficult, and the
choice models should outperform the sales correlation model. Model perfor-
mance was therefore tested also in data sets that were reduced from the full
data sets. The results of fitting the models to the reduced data sets are pre-
sented in Section 5.2. Lastly, some findings of the cross elasticity estimates
between the products that are calculated using the models are presented in
Section 5.3.

For clarity, the four models are abbreviated for figures and tables. The pooled
MNL model is simply called ’pooled’, the k-means mixture MNLs is called
’mixed’, the MNP model is called ’probit’ and the sales correlation method
is called ’corr’. Consistent names for different kinds of forecasts are also
used. A baseline forecast is a forecast during a time period when no product
is on promotion. A campaign increase forecast is the total sales forecast
of a product during a time period when the product itself is promoted. A
cannibalisation forecast is a forecast for a product during a time period when
some other product, but not the product itself, is promoted. Following the
same naming pattern for actual product sales, baseline sales refer to sales
during a time when no product is on promotion, campaign sales refer to the
total sales of a product during a time period when the product is promoted,
and cannibalisation sales refer to the sales of a product during a time period
when another product is promoted.

44
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5.1 Full data sets

The choice models were first analysed by fitting all three models to each data
set, and calculating model fits for the training data as well as forecasts for the
validation data period. Based on initial testing of fitting the MNP model,
the parameter estimates did not change much after around 100 iterations.
When fitting the model in A10 and A20, the number of iterations was set to
200 and a burning period of 10 iterations was used. In A30, the number of
iterations was 400 and a burning period of 20 iterations and thinning period
of 2 was used.

All models fit nicely to the data, and the model parameters of the determin-
istic utility functions defined in Equations (4.3) and (4.5) received expected
values: the coefficient for price was negative in all models and the coefficient
for loyalty was positive in the models where it was used as a regressor. As
discussed in Section 4.4, the sales correlation method needs separate cam-
paign increase and baseline forecasts, which are provided by a reference choice
model. The k-means mixture model was chosen as the reference choice model
based on the fit and forecast plots, as well as forecast error calculations, which
are presented shortly.

Table 5.1 shows the number of clusters chosen by each model in each assort-
ment, as well as the number of detected substitute product pairs in the sales
correlation method. The same clusters were used for both the pooled MNL
and MNP models. The number of detected clusters is reasonable in com-
parison to the underlying choice model used in simulation: in the simulated
data, the number of customer segments is 36 in A10 and 72 in A20 and A30,
on top of which each customer has a unique price sensitivity parameter and
there is additional random variation in the utility function of each customer.
The number of detected substitute pairs with the sales correlation method
was lower in A30 than in A20, even though there are more product pairs in
A30. This is explained by the fact that in A30, there is less sales data per
product than in A20, as the number of customers is the same in each data
set. What is more, only 20 of the 30 products are set on promotion, which
decreases the number of potential substitute product pairs.
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no of clusters in no of clusters in no of substitute product pairs

pooled and probit mixed detected with sales correlation

A10 53 13 27

A20 56 11 53

A30 43 10 49

Table 5.1: Number of clusters and detected substitute product pairs by as-
sortment size and fitted model.

When comparing the cannibalisation forecasts of the mixed MNL and the
sales correlation method, the cannibalisation forecasts were often similar to
each other if the substitution effect was very prominent. However, when the
substitution was less evident, there were larger differences between the two
models. Looking again at Figure 5.1a, the correlation method and mixed
MNL give very similar forecasts during the cannibalisation campaign near
week 65. However, between week 66 and 70, there are multiple promotions
for other products, which cause the MNL model to forecast a slight decrease
in the sales of product 2. Since the sales correlation method does not find
significant correlation between the sales increases of the promoted products
and the sales decrease of product 2, the forecast is simply set to the baseline
sales.

In rare cases, the mixed MNL tended to over-forecast some campaign in-
creases. An example of this is seen in Figure 5.1b which shows model fits
and forecasts for product 7 in A20. This could be a sign of the model slightly
over-fitting to the data. The pooled MNL and MNP generally gave very sim-
ilar forecasts to each other in A10 and A20. In A30, however, the MNP
model gave generally poor forecasts. This presented as some extreme cam-
paign increases forecasts, as well as some visibly poor baseline forecasts. An
example of the latter is shown in Figure 5.2.
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(a) Product 2 in data set A10.

(b) Product 7 in data set A20.

Figure 5.1: Model fits and forecasts of weekly sales data during the last
year of training data (starting from week 30) and first year of validation
data for two examples products in A10 and A20. The plots show that all
choice models and the sales correlation method give fairly good models fits
and forecasts in these data sets. The grey line marks the separation between
training and validation data. Note that the magnitudes of the y-axis change
between plots.
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Figure 5.2: Model fits and forecasts of the sales of product 1 in A30 demon-
strate that the MNP model fitted poorly to the 30 SKU data set.

Next, the models are compared by their forecasting accuracy in the valida-
tion data using forecast error measures. Forecast error is measured using the
symmetric mean absolute percentage error (SMAPE) measure proposed by
Flores (1986), which measures the relative forecasting error of each forecast-
ing unit. SMAPE is calculated as

SMAPE =
1

C

C∑
c=1

200%
|ŷc − yc|
|ŷc|+ |yc|

, (5.1)

where ŷc is the sales forecast and yc is the true sales, c is an index of the
fitted data point and C is the total number of fitted points c. The errors
can be calculated on different levels depending on the purpose. For example,
if SMAPE is calculated on product-week level, the indices c = (t, j) are a
collection of sales weeks t by product j, and each yc and ŷc in (5.1) are the
total summed sales and forecast for product j on week t. The advantage of
SMAPE is that it is bounded, so that it does not receive extreme error values
even when the sales y are close to zero.

In order to get a clear picture of how much the models under-forecast or
over-forecast, a forecast bias measure is calculated as well. The bias measure
used is

bias = 100%(

∑C
c=1 ŷc∑C
c=1 yc

− 1).
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Negative bias values mean that there is under-forecasting and positive bias
values mean that there is over-forecasting. Unlike SMAPE, the bias measure
is not relative, which means that products with larger sales volumes affect
the measure more than low-selling products.

SMAPE and bias values were calculated separately for baseline forecasts,
campaign increase forecasts and cannibalisation forecasts in the full data
sets. Baseline errors and biases were calculated on product-week level, so
that only full sales weeks when no products were on promotion were included
in the calculation. Campaign increase errors and biases were calculated on a
product-campaign level, so that only campaign sales and forecasts from each
product’s own campaign periods were included in the calculation. Cannibal-
isation errors and biases were also calculated on campaign-product level, so
that each for each campaign period, the total sales of products other than
the promoted product during the promotion period were included in the cal-
culation. Calculating the measures on product-campaign level is possible,
since all promotions in the validation period are of equal length within each
data set. Promotions are 14 days long in A10 and 7 days long in A20 and
A30.

The errors and biases are presented in Table 5.2. Out of the three choice
models, the mixed MNL has the smallest baseline, campaign increase and
cannibalisation forecast errors in all data sets. The probit model has the
largest errors in all data sets. In A10, all methods have large negative biases
for campaign increase forecasts, which means that campaign increases are
under-forecast. However, in A20 and A30, the mixed MNL model even tends
to over-forecast campaign increases, while the probit and pooled MNL models
still under-forecast. Comparing the correlation method and the mixed MNL,
there are very small differences in the cannibalisation SMAPE errors. The
bias, however, is consistently larger in the correlation method forecasts than
in the mixed MNL forecasts.

The probit model under-forecasts the sales across the entire time period.
A potential explanation for the poor forecasts is that when the number of
products increases to 30, the MNP model is too complex to fit well with
the available amount of sales data. This is because the number of model
parameters increases exponentially by the number of product alternatives,
due to the estimation of the error covariance matrix.



CHAPTER 5. RESULTS 50

SMAPE (%) bias (%)

pooled probit mixed corr pooled probit mixed corr

A10

baseline 6.6 8.8 6.3 6.3∗ 0.4 0.2 -0.4 -0.4∗

increase 19.2 23.5 10.6 10.6∗ -12.4 -15.5 -6.5 -6.5∗

cann. 15.4 19.2 8.5 10.7 2.3 2.9 2.6 7.8

A20

baseline 10.7 13.2 10.0 10.0∗ 0.7 0.4 0.3 0.3∗

increase 27.4 37.0 21.0 21.0∗ -2.6 -5.1 1.7 1.7∗

cann. 19.0 21.8 17.4 17.2 1.5 1.7 0.8 6.8

A30

baseline 18.6 21.5 18.6 18.6∗ 0.5 0.3 0.0 0.0∗

increase 28.9 45.6 23.7 23.7∗ -14.9 -15.9 2.8 2.8∗

cann. 21.1 28.6 19.6 20.0 1.8 1.7 -0.6 6.3

Table 5.2: SMAPE forecasting errors and biases in full data sets show that
the k-means mixture of MNLs gives the smallest baseline and campaign in-
crease errors out of the three choice models, but that its forecasting accuracy
during cannibalisation campaigns is similar to the sales correlation method.
Baseline SMAPE errors are calculated on week-product level and campaign
increase and cannibalisation errors on campaign-product level. Bias measure
values are calculated from total sales and forecasts in the data sets during
either baseline, campaign increase or cannibalisation periods.

∗ Since the correlation method uses the mixed MNL model’s baseline and campaign in-

crease forecasts, the corresponding forecast errors and biases are the same between the

mixed model and the sales correlation method.

5.2 Reduced data sets

As expected, the sales correlation method performed well in comparison to
the choice models in terms of forecast error. Next, the four models were tested
on data sets that were reduced from the full data sets in one of two different
ways. In the first way, the length of the training data period was limited,
which decreased the number of campaign days and data points in the sales
correlation test. This simulates a situation, where the products are newly
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introduced or less frequently promoted. In the second way, sub-samples of the
customers were taken, so that there was less sales data available per product.
This simulates a situation where, for example, the product category is less
frequently purchased or the visited store is smaller. Only cannibalisation
forecasts are compared in this section.

First, results are presented for the experiments where the models were fit
to data sets where the length of training data was reduced. In the original
data sets, there is 1 year of initialisation data and 2 years of training data,
so 3 years of data to train the models in total. In the reduced data sets, the
total length of the initialisation and training data was shortened to 2 years
and 1 year. The proportion of initialisation and training data was kept the
same, so that the first third of the shortened data was used as initialisation
data, and the last two thirds were used as training data. The number of
actual data used by the sales correlation method depends on the number of
campaign days in the sales data. The average number of campaign days in
A10 is around 16 per SKU per year, and in A20 and A30 around 9.

In this section, instead of using the relative SMAPE measure, the forecast
error is measured using absolute forecast errors. The error is calculated
simply as

error =
C∑
c=1

|ŷc − yc|. (5.2)

The errors are also examined separately by the sums of over-forecast and
under-forecast periods. This is demonstrated by dividing the forecast error in
Equation (5.2) to two parts, based on whether the difference between forecast
ŷ and true sales y during period c is positive (over-forecast) or negative
(under-forecast). The exact formulas are

over =
C∑
c=1

|max(ŷc − yc, 0)|, and

under =
C∑
c=1

|min(ŷc − yc, 0)|.

The obtained errors are shown in Figure 5.3. As expected, the less training
data there is, the larger the forecast errors are across all models. The mixed
MNL model gives the smallest total forecasting errors and also the smallest
over-forecast errors in all data lengths and assortment sizes. However, the
sales correlation model gives the smallest under-forecast error in all cases,
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which is expected since the model is positively biased. Out of the three
choice models, the mixed MNL model gives smallest under-forecast errors.
There are also some interesting differences in the errors between the three
data sets. In A10, total absolute errors in sales correlation forecasts are
almost twice as large as the mixed MNL model’s forecast errors when there
is only 1 year of data. However in A20 and A30, the differences are smaller.

Considering forecast bias is important in determining if the choice models
are superior to the correlation method. Over-forecasting sales may cause
excess inventory or even spoilage in case of spoiling product categories, but
excess inventory or products that are expiring can be cleared using discounts.
Under-forecasting, however, can lead to lost sales and stock-outs, which in
turn distorts sales data and induces substitution effects. Under-forecasting
is therefore usually avoided at all costs. So, the forecast errors presented in
Table 5.3 present an interesting trade-off between the mixed MNL model and
the sales correlation method: on one hand, the mixed MNL over-forecasts
much less and overall provides more accurate forecasts when the length of
the data is reduced. On the the other hand, the sales correlation method has
a smaller risk of under-forecasting.

Next, the forecasting accuracy of the models was tested by fitting the models
to data sets that had the original 3 years of initialisation and training data,
but the number of customers visiting the store was reduced. This was done
by taking multiple sub-samples of the customers and fitting the models to
choice data of only the sampled customers. Three different sample sizes were
determined so that either 50%, 25% or 5% of the original customer base of
5000 customers were sampled. Samples were taken by the customer segments
that were used in simulating the data, so that the samples would resemble the
original data as much as possible. So, when sampling 50% of customers, half
of the customers in each customer segment were randomly sampled, rounded
upwards. Since the MNP model performed poorly in the previous tests, it
was excluded from this analysis.

Multiple customers samples for each sample size were drawn and the pooled
MNL, mixed MNL and sales correlation models were fitted to each sam-
ple. The number of customer samples per sample size was 500 for A10
and A20 data sets, and 250 for A30. The cannibalisation forecast error on
product-campaign level was calculated using the total error measures defined
in Equation (5.2). Figure 5.4 shows the mean of the total error in the cus-
tomer samples of the size defined in the data portion column, in each of the
data sets A10, A20 and A30. The figure shows that while the mixed MNL
model has the smallest mean total error in all data sample and assortment
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sizes, there is very little difference between the mixed model and the sales
correlation method.

Figure 5.3: Total absolute cannibalisation forecast error in the three data
sets with different lengths of training data show that the less data there is,
the better the choice models perform in comparison to the sales correlation
approach. The choice models still under-forecast sales during cannibalisation
more than the sales correlation method in all scenarios.
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Figure 5.4: Mean of total absolute cannibalisation forecasting error in data
sets, where only a portion of the visiting customers were sampled show that
when the total sales in the category is reduced, the choice models do not
improve the forecasting accuracy much in comparison to the sales correlation
method. Note that the y-axes change in magnitude between the plots.
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In conclusion, the choice models improved cannibalisation forecasts in com-
parison to the sales correlation method, when the length of the training data,
and thus the number of campaign days used by the sales correlation method,
was decreased. However, when the number of customers was decreased, there
was almost no improvement in the forecasting accuracy of the choice models
to the sales correlation method. So, when the sales volume per product is
decreased in the category, the choice models suffer from the lack of data in
a similar way as the sales correlation method. A potential explanation for
this is that when the number of visiting customers is decreased, the choice
models receive less data points to teach the models, as each customer choice
is used as an observation. The sales correlation method, however, has the
same number of data points available for the correlation test as in the full
data sets, and only the daily sales volumes are decreased. When the length
of the training data is reduced, the number of data points available to the
sales correlation model is also decreased, as there are less campaign days
available.

5.3 Cross elasticities

Finally, cross elasticities between the products in the A10 data set were
calculated. As discussed in Section 2.2, the magnitude of the substitution
between two products can be measured using cross-price elasticity. However,
since this research deals with large discounts instead of small incremental
changes in price, and since product prices in the simulated data sets have
not been discussed much previously in this thesis, cross elasticity is calculated
with respect to the sales increase of the discounted product instead of price
increase. So, in this section, cross elasticity is defined as a measure of how
many percentages the sales of a product change when the sales of another
product increase by 1%. The exact formula is

EA,B =
∆QA/QA

∆QB/QB

. (5.3)

For substitute products, E is negative and a cross elasticity of for example
-0.5 would mean that for each 1% increase in sales of product B, the sales of
product A would decrease by 0.5%. Cross elasticities are calculated between
each promoted product and all other products. The percentage changes
are calculated using the campaign increase forecast or the cannibalisation
forecast ŷ and the baseline forecast b, so that

∆QA

QA

=
ŷA − bA
bA

.
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Table 5.3 shows cross elasticities between a selection of product pairs in A10,
using Equation (5.3) and campaign and cannibalisation forecasts calculated
using the pooled and mixed MNL models and the sales correlation method.
The left-most column shows the chosen promoted products, 2, 13 and 26,
and the header shows a selection of other products, 2, 7, 10 and 25. So, the
values in the table are the cross elasticities of products 2, 7, 10 and 25 on the
demand of products 2, 13 and 26. For the MNL models, cross elasticities are
also calculated for no-buys, treating no-buy decisions similarly to product
purchases.

B E2,B E7,B E10,B E25,B Eno-buy,B

2 - -0.47 -0.26 -0.40 -0.18
13 -0.04 -0.18 -0.08 -0.10 -0.04
26 -0.13 -0.29 -0.23 -0.41 -0.15

(a) Elasticities calculated with pooled MNL model.

B E2,B E7,B E10,B E25,B Eno-buy,B

2 - -0.36 -0.06 -0.05 -0.41
13 -0.08 -0.29 -0.07 -0.01 -0.04
26 -0.14 -0.12 -0.17 -0.78 -0.22

(b) Elasticities calculated with mixed MNL model.

B E2,B E7,B E10,B E25,B Eno-buy,B

2 - 0.0 0.0 0.0 N/A
13 -0.08 -0.35 0.0 0.0 N/A
26 0.0 0.0 0.0 -0.86 N/A

(c) Elasticities calculated with sales correlation model.

Table 5.3: Cross elasticities for a sample of product pairs in A10. Rows show
the product that was set on promotion, or the product in the denominator of
Equation (5.3). Columns show the cannibalised product, or the nominator
product in the equation.

A property of MNL choice models is that when the choice probability of
one alternative increases, the probability of all other alternatives decreases.
Although the change can be very small for some products, all cross elasticities
calculated between any products are always at least slightly negative. When
cross elasticities are calculated with the sales correlation method, the value
is always zero if no correlation was detected. Therefore, the results of the
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sales correlation method are easier to interpret, since there is always a binary
outcome depending on whether sales correlation was detected between the
products. If a retailer wanted a similar binary result from the choice models,
some sort of threshold value for the cross elasticities would need to be decided,
so that only product pairs reaching a certain elasticity would be considered
substitutes.

Looking at Table 5.3, elasticities calculated using the pooled MNL model
have less variation than the ones estimates with the mixed MNL model: for
example, looking at the cross elasticities on the demand of product 2, that is,
when B = 2, the estimates calculated using the pooled model have a similar
magnitude to each other, and for example E25,2 and E7,2 are quite close to
each other. In the estimates calculated using the mixed model, however, E7,2

is clearly larger than E25,2 and E10,2. The same happens with when B = 26:
in estimates made with the sales correlation method and mixed MNL model,
product 25 has clearly the largest elasticity on the demand of product 26. In
the pooled model, product 25 has the largest elasticity, but the difference to
other elasticities on the same row is not very large.

An advantage of using loyalty card data is that no-buy decisions can also be
extracted from the data. If the no-buys are treated in a similar way to prod-
uct choices, cross elasticities can also be calculated between the promoted
products and no-buys. Based on these elasticities, conclusions can then be
drawn on which product promotions increase the total sales volume in the
product category, instead of simply cannibalising other products. For exam-
ple, looking at estimates on the no-buy elasticity given both by the pooled
and mixed MNL models, the largest elasticity of no-buys is on the sales of
product 2. Like it was noticed earlier in Figure 3.2, a promotion on product
2 causes the number of no-buys to clearly decrease.
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Conclusion

In this thesis, three methods based on random utility choice models that
utilise customer-specific product choice data were used to estimate the mag-
nitude of substitution effects during price promotions. This was done by
forecasting sales during discount campaigns for both the promoted product
and its potential substitute products using the three models. The forecasting
accuracies of the three models for cannibalised products were then compared
to benchmark forecasts obtained using a simple sales correlation method that
only used aggregate daily sales data. The focus was on situations where there
is insufficient sales data for the sales correlation model to detect meaningful
correlation, so the product sales data was reduced by either shortening the
training data or reducing the total daily sales. The data used in the research
was generated using a simulation.

Out of the three choice models, the k-means mixture of MNLs provided the
best campaign increase and cannibalisation forecasts. The MNP model pro-
vided the worst forecasts out of the choice models, especially in the largest
assortment of 30 SKUs. Furthermore, the model was computationally ex-
tremely heavy in the larger assortments. The performance of the pooled
MNL was between the other two models: it did not reach the forecasting
accuracy of the k-means mixture of MNLs, but it also did not provide bad
forecasts in any assortment like the MNP model. The relative forecast errors
increased along with the size of the product category with all models.

When comparing the forecasting accuracies of the best choice model, the
k-means mixture of MNLs, against the sales correlation method in the re-
duced data sets, the choice model performed slightly better. The k-means
mixture of MNLs outperformed the sales correlation method especially when
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the length of the training data was shorter. However, when the sales volume
was decreased, there was little difference in the forecasting accuracy of the
two models. A major difference between the choice models and the sales cor-
relation method was that the choice models tended to under-forecast sales of
products that were cannibalised, whereas the sales correlation method tended
to over-forecast the sales. The sales correlation method performed surpris-
ingly well, considering that the p-value threshold used in the identification of
cannibalisation pairs was not even optimised beyond setting it to the com-
monly used 0.05. A potential explanation is that since all products had many
campaign days with different levels of price discounts, the generated data was
very clean compared to real retail data. So, the sales correlation most likely
performed better in this study due to the high quality of the data, than it
would perform if real data was used.

Based on the results of the thesis, choice models have the most potential to
improve measurements of substitution effects for products that have little
sales data for past price promotions, for example new products and other
products that have been rarely promoted. In particular, the models could be
used in smaller product categories and in situations where the risk of under-
forecasting is not a great problem, such as for spoiling goods. The k-means
mixture of MNLs could potentially also be used in customer segmentation to
get insights into the customer base through the model parameters like price
sensitivity.

The research raised multiple potential topics for further research. First, as
the results were obtained using simulated data, the logical next step would
be to test the methods using real loyalty card sales data. It would be useful
to test the models in situations where the loyalty card data does not fol-
low the assumptions that the choice models make. For example, there can
be errors in the retailer’s product category definitions, so that the category
could include a complement product to the other products in the category, or
alternatively, there could be some key substitutes that have been categorised
to some other product group. In the generated data used in this thesis,
customers always maximised their utility, but in real life, jealousy effects,
for example, can cause customers to behave irrationality when making pur-
chasing choices (Feinberg et al., 2002). Another important research direction
would be to include product attribute information in the models to reduce
the number of model parameters in the data, which could make the MNP
model feasible in larger product categories. Adding attribute information
would also provide more information of the products to the model, which
could potentially further improve the choice models in comparison to the
sales correlation method. A very different direction of future research would
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be to explore using loyalty card data with other methods than choice models.
For example, the loyalty card data could be utilised in adding heterogeneity
to models that only use total daily sales, following, for instance, the research
of Pauler and Dick (2006).
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