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Life cycle assessment (LCA) is a popular tool for evaluating environmental impacts of products
and services. However, the methodological choices and framework to assess environmental
impacts in LCA are still under discussion. Despite intensive development worldwide, few
attempts have been made hitherto to systematically present the theoretical bases of life cycle
impact assessment (LCIA). In this study, the decision analytic foundations for LCIA are
illustrated. It is shown that the typical aggregation equation used in LCIA for calculating
indicator results can be derived from multiattribute value theory (MAVT) if certain simple
assumptions hold. The decision analysis framework presented in this work offers additional
values for all the phases of LCIA. A value tree, a tool used for structuring multicriteria decision
making problems, can be helpful for selection of impact categories and classification. MAVT
can clarify the debate concerning marginal and average approaches in the determination of
characterisation factors. On the basis of MAVT, normalisation is needed before weighting. The
methods and experiences of preference elicitation derived from the field of decision analysis
can be utilised in the determination of subjective characterisation factors and impact category
weights. Furthermore, experiences and techniques for the sensitivity analysis of multi-criteria
decision models can be utilised in LCIA. In addition, MAVT assists in the calculation of impact
category indicator results and total impact indicator results according to the appropriate
aggregation equations. The decision analysis framework presented in this work is flexible and
suitable for different impact assessment approaches developed in LCIA and it can help the
methodological development with which the non-linearity aspects of impact assessment are
taken into account. It is shown in the work that site-dependent characterisation methods can
easily be fitted into the framework. In a case study of the Finnish forest industry a Finland-
specific impact assessment model utilising the results of other tools, such as air quality and
transport models and even expert judgements, was developed. In addition, the so-called ratio
estimation method for the elicitation of impact category weights was applied and developed so
that interval-valued ratio judgements could be used in the uncertainty analysis of the model. In
the case of the Finnish metals industry, decision analysis impact assessment was applied to
produce a solution in which global, regional and local environmental problems were assessed
in the same framework. In both case studies, experts working with the environmental issues
valuated impact category weights with the help of decision analysis techniques. In the work it
was shown that MAVT provides a foundation for a logical and rational approach to impact
assessment in LCA. In the future, there is a need to demonstrate quantitatively the differences
between LCIA conducted according to MAVT and according to current practices. Furthermore,
there is a need for research to study the strengths and weaknesses of the different decision
analysis methods for LCIA purposes.

life cycle impact assessment, LCA, decision analysis, valuation, environmental impact
assessment, forest industry, metals industry, models, theories.
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1 Introduction

1.1 Life cycle impact assessment as part of LCA

Production and consumption of goods and services are primary factors causing harmful effects on the
environment. For this reason, the management of production and consumption is a key area in order to
achieve sustainable development in our society. There is a need for decision-making tools for evaluating
environmental options particularly in relation to goods and services. In this field life cycle assessment
(LCA) appears to be a valuable tool and its use has increased dramatically in recent years. Life cycle
assessment is a method for assessing the environmental considerations of a product or service
throughout its entire life cycle. A complete life cycle includes everything from raw material extraction,
processing, transportation, manufacturing, distribution, use, re-use, maintenance and recycling to final
disposal (Consoli et al. 1993).

The overall framework for LCA is well established. The works of Fava et al. (1993) and Consoli et al.
(1993) outlined LCA as a four-step process (Fig. 1). It is initiated with goal definition and scoping,
followed by life cycle inventory and life cycle impact assessment. In goal and scope definition, the
problem and the aims of the study are defined. In this step, a functional unit of the work (e.g. one tonne
hot rolled steel bar) is chosen, for which the inventory and impact assessment results will be presented.
In inventory analysis, data about environmental interventions (emissions, resource extractions and land
use) during the life cycle of the product or service is collected. In impact assessment, the inventory data
is compared and aggregated from the point of view of environmental impacts. In the last step,
interpretation (formerly called improvement analysis), the inventory and impact assessment results are
analysed against the aim of the study, including an assessment of uncertainties and key assumptions as
well as recommendations for actions. Although the carrying out of an LCA follows the sequence
described above, in practice, LCA is a highly iterative tool. Findings in any step of LCA can lead to
changes in the other steps (see the two-way arrows in Fig. 1).

During the 1990s the steps of LCA were assigned their detailed contents on the basis of co-operation
between investigators in several countries, especially in the Society of Environmental Toxicology and
Chemistry (SETAC) and the International Organization for Standardization (ISO). Life cycle assessment
is documented in the form of ISO standards 14040-14043, giving instructions for LCA practitioners to
conduct LCA applications according to “good practice”.

Inventory data, environmental interventions representing a “cradle-to-grave” perspective, are the core of
LCAs. However, from the point of view of a decision maker, the inventory results are usually not
sufficient for decision-making. It is difficult to give answers to the question whether intervention X should
be regarded as more severe than intervention Y in the product system P. In comparative studies it may
be found that alternative A is better than alternative B in some interventions, but poorer in others. In
such cases, the impact assessment phase is used in LCA. Life cycle impact assessment (LCIA) enables
us to interpret the results of the inventory and furthermore to draw the correct conclusions concerning
improvement approaches (Saur et al. 1996). The consideration of environmental effects as a
consequence of environmental interventions provides additional information, which is not covered by the
inventory step. However, a life cycle study does not always need to use impact assessment. In some
cases conclusions can be drawn and judgements and valuations are possible on the basis of the results
of the inventory phase.

In LCIA the values of environmental interventions assessed in the inventory analysis are interpreted on
the basis of their potential contribution to environmental impact. The term “potential contribution”
indicates that the result of LCIA is not an absolute value, and that LCIA is a relative approach to
environmental assessments. The idea is that comparative studies do not need such detailed data on
temporal and spatial aspects as do the more absolute methods such as environmental risk assessment.
The strength of LCA is its focus on an overall impact.
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Fig. 1. Phases of LCA according to ISO (1997) and typical phases in life cycle impact assessment
(LCIA).

LCIA is typically divided into five phases: selection of impact categories, classification, characterisation,
normalisation and weighting. In the selection of impact categories (e.g. climate change and
acidification), indicators for the categories (e.g. radiative forcing in climate change, H* release in
acidification) and models to quantify the contributions of different environmental interventions to the
impact categories are selected. The second phase, classification, is an assignment of the inventory data
to the impact categories. In characterisation the models make an aggregation of interventions possible
within each impact category. Values of interventions are changed to impact category indicator results by
characterisation factors, and thereby the number of factors taken into account in the interpretation of
results can be reduced from tens or even hundreds to about 10 to 15. From a decision maker’s
perspective, impact category indicator results are more manageable forms than interventions but due to
their proxy characteristics they are difficult to interpret. In order to obtain a more comprehensive view of
impact category indicator results, normalisation can be conducted. This phase relates the magnitude of
the indicator results in the different impact categories to references values. A reference value is the
impact indicator result calculated on the basis of an inventory of a chosen reference system (e.g. all
society’s activities in a given area and over a specified period of time) (Consoli et al. 1993, Wenzel et al.
1997, Finnveden et al. 2002).

Normalisation can further help the interpretation of impact category results but in practice comparative
evaluations require data about trade-offs between different category indicator results in order to choose
the best alternative. The trade-offs are determined as weighting factors (weights) in the weighting
phase. Furthermore, in the LCA terminology weighting includes aggregation of indicator results (i.e.
results from characterisation and normalisation) into a single value representing an overall impact value.
For this reason, weighting is desirable in many LCA applications (e.g. Hansen 1999, Bengtsson 2000),
although determination of weights is based on value choices.

4



The framework and terminology described above are in accordance with the International Organization
for Standardization (ISO 1997, 2000a), with the exception that there is also a new phase, grouping,
between normalisation and weighting in the ISO standards. Grouping is the assigning of impact
categories into one or more sets without weighting; it may involve sorting and/or ranking (Finnveden et
al. 2002). According to the ISO standards, LCIA is divided into mandatory and optional phases.
Characterisation is considered as the last mandatory step due to its scientific character; in
characterisation different interventions should be aggregated to impact category indicator results on the
basis of the relevant environmental processes. However, some authors (e.g. Owens 1998, Hertwich et
al. 2000) have pointed out that all phases of LCIA starting from the selection of impact categories
include value choices (see Sections 3 and 8.2).

Although there is an approximate consensus on the procedural framework of LCIA, the methods may
vary in LCA applications. Different methods can easily produce different results. The results depend
among other things on the coverage of impact categories, the chosen impact category indicators and
the models chosen for characterisation factors. Furthermore, a reference system used in normalisation
can affect the interpretation. When the aim of a study is to combine different impact category indicator
results into a single value, the results are highly sensitive to changes in the impact category weights (as
pointed out in article ). Because there is no clear consensus among the LCA community for the
determination of weights (see e.g. Finnveden et al. 2002), the LCA community has been reluctant to use
single value scores in LCA case studies (Barnthouse et al. 1997). According to the International
Organisation for Standardization (ISO 2000b), weighting shall not be used for comparative assertions
disclosed to the public due to its subjective character.

In summary, LCIA is a useful phase in LCA, but the results of LCIA are not generally considered reliable
due to the coarse methodology. For this reason, there is an on-going development including different
methodological choices of LCIA. The scientific and methodological framework for LCIA has been under
discussion in several international forums (e.g. Bare et al. 1999, 2000, Udo de Haes 1996, Udo de Haes
and Wrisberg 1997, Udo de Haes et al. 1999).

1.2 Approaches used in life cycle impact assessment

The main point in the criticism of LCIA methodology is that LCIA does not (yet) have an acceptable way
to model environmental impacts (Hofstetter et al. 2000a). This is due to the facts that information on
time and spatial detail in current LCIA is still very limited (Hertwich et al. 2002) and that there are no
practical methods for assessing local and long-term effects.

In practice, “less is better” has been the only approach in LCIA since the late 1990s. This approach
assumes that all amounts of same kinds of interventions lumped together cause harmful effects on the
environment on the basis of their intrinsic hazard characteristics, regardless of where and when they
take place and whether the amounts are above or below certain thresholds (White et al. 1995). A
threshold means that there is zero damage below an amount of intervention j that is greater than zero.

Itis a well-known fact that the “less is better” approach is suitable for emissions causing global problems
such as climate change and ozone depletion. However, in local environmental problems, where scale
refers to distances from about one kilometre to some tens of kilometres, the situation is different. For
example, emissions of hazardous substances will have an environmental effect only if the
concentrations exceed the No-Observable-Effect-Concentration (NOEC). The argument is valid from the
point of view of environmental science. For this reason, White et al. (1995) pointed out the alternative
approach, called “only above threshold”, where only the emissions predicted to exceed the thresholds
are taken into account.

Although the advantage of the “only-above-threshold” approach is clear, its implementation in practice
has been developed only slowly due to the complexity of applying it on a life cycle scale. First, the
approach needs data on sites in relevant systems, which is not common for the LCA tradition. In
inventory analysis interventions are typically summed up across the whole life cycle. Secondly, there are
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theoretical difficulties to determine thresholds and thirdly, the methods to link the surpassing of
thresholds to the functional unit of the LCI in a quantitative way have not been available to LCA
practitioners.

LCA is commonly considered as a tool for global and regional environmental problems because of its
inability to describe local effects on the basis of the “less-is-better” approach. However, recent studies
(e.g. Potting et al. 1998, Huijbregts et al. 2000, Krewitt et al. 2001) have shown that spatially derived
characterisation factors can differ by orders of magnitude in the context of regional impact categories
such as acidification, tropospheric ozone formation and terrestrial eutrophication. Against this
background it is obvious that site-dependent characterisation factors are needed for calculations of
impact category indicator results in order to produce realistic results in the non-global impact categories
(see e.g. Potting et al. 2002). Thus, the site-generic vs. site-dependent characterisation factors have
been under discussion in several international forums in recent years. The advantage of site-generic
characterisation factors is their practicality, but their disadvantage is poor accuracy of assessment. In
the case of site-dependent characterisation factors the situation is the opposite.

The aspect on the basis of which different LCIA approaches can be distinguished is how a quantifiable
representation of impact category is chosen in the cause-effect chain (environmental mechanism) in
order to calculate indicator results. The traditional approach is that the object of characterisation
modelling is a “midpoint” in the cause-effect chain within each impact category (e.g. radiative forcing in
climate change, H* release in acidification). Thus, the midpoint modelling is based on relatively accurate
methods, but leads to many impact categories. On the other hand, many impact categories with proxy
indicators are difficult to weight against each other in order to produce a total impact value for the
alternative product systems. For this reason, an alternative approach was developed for choosing a
point in the cause-effect chain. The so-called endpoint modelling (see Bare et al. 2000) refers to
assessment describing observable environmental endpoints, such as years of life lost. Hertwitch and
Hammitt (2001b) called this approach a damage function approach because it attempts to predict
damage and then aggregates predicted damages in terms of an indicator that already includes explicit
valuation. In practice, the approach needs more complex models, resulting in extensive uncertainty
compared to midpoint modelling. On the other hand, impact categories can be reduced in this way from
tens to only a few and their interpretation is clearer, i.e. the weighting task is easier for valuators
(respondents). For this reason, endpoint-based approaches are gaining popularity in comparative LCIAs
where trade-offs between impact categories are needed. The environmental priority system (EPS)
(Steen and Ryding 1992, Steen 1999) and the Eco-Indicator 99 (Goedkoop and Spriensma 1999)
methods are the best-known endpoint modelling methods.

Although the terminology in endpoint modelling is not consistent with the terminology adopted by ISO,
the same phases can be applied in the midpoint and endpoint modelling approaches. In the endpoint
modelling the “damage categories” (Human Health, Ecosystem Quality and Resources in Eco-Indicator
99) can be handled as impact categories in the midpoint modelling. Furthermore, so-called damage
factors correspond to characterisation factors.

The approaches described above are mainly related to characterisation. One key issue between
different methods is naturally the impact categories that they cover, i.e. for which impact categories
there exist characterisation factors. Different LCIA methods differ from each other on the basis of areas
of protection related to the impact categories. Areas of protection, also called “safeguard subjects”,
mean classes of endpoints which have some well recognisable value for society. Udo de Haes et al.
(1999) distinguished four areas of protection: human health, natural resources, natural environment and
man-made environment.

Various LCIA methods also differ from each other from the point of view of their aggregation level: Does
a method include only characterisation, like CML (Heijungs et al. 1992), or can normalisation and
weighting be conducted? Different reference systems in normalisation also cause variations among
different methods. In the Ecoscarcity (Ahbe et al. 1991, Baumann and Rydberg 1994, BUWAL 1998)
and Environmental Theme methods (Baumann and Rydberg 1994), reference systems have been
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country-specific, whereas many methods such as Eco-Indicator 1995 (Goedkoop 1995) and Eco-
Indicator 99 use Western Europe or the whole of Europe as a reference area.

In LCA, terminology methods with weighting options are called weighting methods. The EPS-method
does not include normalisation as a previous stage before the final aggregation into a single score,
whereas the Eco-Indicator methods and EDIP (Hauschild and Wenzel 1998) do. The aggregation rule
of the Ecoscarcity and Tellus (Tellus Institute 1992) methods are not in accordance with the 1SO
standards because interventions are directly aggregated without the characterisation phase.

Determination of weights has been a controversial issue in LCIA because of its subjectivity. For this
reason, the ISO provides no examples of weighting. Outside the ISO, however, weighting methods have
received extensive attention since 1992 (Guinée et al. 2002). In LCIA there are three commonly used
groups of methods for the determination of weights (Finnveden 1997, Finnveden et al. 2002): the panel
method, the monetary method and the distance-to-target method. Weighting according to the distance-
to-target method, based on political targets, has been used in many popular LCIA methods (e.g.
Ecoscarcity, Environmental Theme, EDIP) because there is no need to use valuators (respondents). An
alternative distance-to-target approach was carried out in Eco-Indicator 95, where all damage weighting
factors were set to 1 when the target values for impact categories were determined at the same damage
level. In panel methods, valuators (respondents) are asked to give their trade-offs between different
impact categories. There are several issues that affect differentiation between different panel methods,
starting from who, how and what is asked (see Section 3.4.2). Monetary methods consist of all methods
which measure environmental impacts on a monetary basis. There are a large number of different
approaches for methods that are based on willingness to pay and methods that are not (see Finnveden
etal. 2002).

Temporal aspects can be taken into account in the characterisation phase and in the determination of
weights. Udo de Haes et al. (1999) proposed that characterisation factors should be calculated for
infinite time with discounting. Long-term effects caused for example by the accumulation of persistent
chemicals and greenhouse gases are usually handled by using a long time-period (e.g. 500 years for
climate change). This time frame can be divided into shorter cut-off periods. This offers a basis for the
calculation of different characterisation factors used in a sensitivity analysis (e.g. a 100 year period).
Furthermore, the values of characterisation factors may depend on the changes of interventions over
time. The method applied in LCIA is that the determinations of characterisation factors are based on
both the past (or current) and the future (e.g. the year 2010) load situation (see e.g. Potting et al. 1998,
Krewitt et al. 2001).

In summary, although there is an approximate consensus on the procedural framework of LCIA, there
are many controversial issues concerning the spatial and temporal aspects required to keep LCIA as a
practical and scientific tool at the same time. The development of LCIA is still in progress. It is evident
that the methods will gradually include more spatial and temporal details, and that impact category
indicators will be continuously more endpoint oriented.

1.3 Decision analysis and life cycle impact assessment

Decision analysis can be defined in different ways. Keeney (1982) described it as "a formalisation of
common sense for decision problems which are too complex for informal use of common sense". A
more technical definition of decision analysis is that it is a set of methods of systems analysis and
operations research which can be applied in supporting extensive decisions (Bunn 1984). The key word
is analysis, which refers to the process of breaking a decision problem down into its constituent
components. After the decomposition of the problem, each smaller problem, component, is dealt with
separately and evaluated by the decision maker. The individual components are then recomposed to
give overall insights and recommendations on the original problem (Bunn 1984). This has been referred
to as the “divide and conquer orientation” of decision analysis (Keeney 1982).



The purpose of decision analysis is not to replace judgment, but to help organise it and to provide a
model of the problem which can lead to greater understanding of the situation. In a decision analysis
process there are typically three parties: a decision maker, a decision analyst and experts. The decision
maker is a single person or a group of persons who must solve a decision problem. The role of the
decision analyst is to familiarize the decision maker and the expert(s) with the decision analytic method
applied and to make sure that all the necessary information is available. The experts provide information
on the specific problems of the analysis.

Although decision analysis comprises a set of techniques, its foundations are typically related to the
roots of modern utility theory developed by von Neumann and Morgenstern (1947). Since then several
authors have developed a number of different theories and algorithms for decision making, leading to a
number of different methods (see e.g. Stewart 1992, Huang et al. 1995, Al-Shemmeri et al. 1997,
Guitouni and Martel 1998).

LCA methodology has been developed with a weak link to decision analysis. In the early LCA literature,
decision analysis was first mentioned in the context of weighting. In the first guide of LCIA, Heijungs et
al. (1992) proposed multi-criteria analysis (MCA) as a tool for weighting. They presented a calculation
rule for the total environmental index (category indicator results) based on a quantitative MCA, effect
scores (category indicator results) are multiplied by the corresponding weighting factors and the results
are summed up. However, the calculation rule was not referred to any specific methods used in the field
of decision analysis.

In SETAC’s workshops held in the early 1990s, decision analysis was considered as a convention and
procedure for weighting different impacts. SETAC’s book “A conceptual framework for life-cycle impact
assessment” (Fava et al. 1993) based on the Sandestin workshop (Feb. 1992) contained short
descriptions of two common decision analysis techniques, multiattribute utility theory (MAUT) and
analytical hierarchy process (AHP). However, the texts did not include any examples of how to apply the
techniques to weighting of impact categories. Furthermore, the guideline for LCA: “A code of practice”
(Consoli et al. 1993) includes the following reference to future research needs in valuation (weighting):
‘Development of quantitative or science-based approaches (decision theory, statistical integration,
analytic hierarchy processes etc.)”.

In the LCA symposium held at the fourth SETAC-Europe congress in Brussels, Heijungs (1994) and
Tukker (1994a) presented the total environmental index model based on MCA, in which category
indicator results could be transformed by a function. From a theoretical viewpoint, Heijungs (1994)
referred to MAUT and demonstrated with the help of a simple example the relation between valuation
and normalisation. In the first SETAC working document on life cycle impact assessment methodology,
Tukker (1994b) proposed that determination of weighting factors for the MCA model can be carried out
according to iso-utility functions. He also presented some findings about the relation between weight
determination and normalisation in the model.

Despite the above mentioned findings concerning the relation between weighting and decision analysis,
SETAC'’s “Towards a methodology for life cycle impact assessment” (Udo de Haes 1996) did not include
any mention about decision analysis and its possibilities in the context of development of the LCIA
methodology. In the book the typical calculation rule of LCIA was presented without any references to
decision analysis (Heijungs and Hofstetter 1996), although it is consistent with the rule derived from the
basis of decision analysis as can be seen in this thesis.

Since 1996 several authors have noted that decision analysis can be applied in the context of LCA.
Most of the applications have been confined to weighting or to the use of LCIA results in the final
decision context. The latter application field means that LCIA results are handled together with other
criteria (e.g. economic aspects) in the decision making process. On the other hand, Miettinen and
Hamalainen (1997) pointed out that decision analysis can be used as early as during scope and goal
definition in order to assist the choice of feasible alternatives and an appropriate set of impact
categories. In addition, decision analysis can help to identify what is important for the LCA application.



Thus, decision analysis can also enhance gathering of “correct’ data in the inventory analysis. Werner
and Scholz (2002) also reported that a set of criteria for life cycle inventory derived from decision
analysis can be used to determine relevant product systems for the purposes of an assessment
problem.

In the context of LCA, applied decision analysis methods have been so-called multiple criteria decision
analysis (MCDA) or - making (MCDM) methods. They have been developed to structure and model
multidimensional decision problems in terms of a number of individual criteria where each criterion
represents

a particular dimension of the problem to be taken into account.! Furthermore, MCDA methods can be
divided into multiple attribute decision analysis (MADA) and multiple objective optimization (MOO)
methods (e.g. Chen and Hwang 1992). MADA methods are developed for the sorting or ranking of a
finite set of alternatives in decision making situations with multiple objectives, whereas MOO assists in
the synthesis of a preferred solution when the potential solution set is described by continuous variables
(or a mix of discrete and continuous variables). In the MOO methods the primary idea is to design a
‘most” promising alternative with respect to limited resources (Chen and Hwang 1992). Examples of the
application of MOO in LCA or in conjunction with LCA-based environmental indicators include e.g.
Azapagic (1996), Azapagic and Clift (1998), Stewart (1999) and Alexander et al. (2000). However, the
focus of this thesis is on MADA methods due to the fact that MOO is not associated with the typical
LCIA problems in which the alternatives have been predetermined.

In the field of MADA, there are three popular groups of methods: methods based on multiattribute utility
theory, the analytical hierarchy process (AHP) and outranking methods. The multiattribute utility theory
includes the multiattribute utility theory (MAUT) method itself and the multiattribute value theory (MAVT)
method. MAVT is applied for value measurement when there are no uncertainties about consequences
of the alternatives, whereas MAUT is used under conditions of uncertainty (Keeney and Raiffa 1976,
von Winterfeldt and Edwards 1986, French 1988). The commonly used simple multiattribute rating
technique (SMART) (Edwards 1977, von Winterfeldt and Edwards 1986) and weighted summation
method (see e.g. Janssen 1992) are applications of MAVT. In the LCIA field there can be found at least
the following examples of the application of MAVT in addition to the articles of this thesis: Hamalainen
and Miettinen (1997), Lundie (1999), Lundie and Huppes (1999).

AHP (Saaty 1980) has similarities with MAVT (see Salo and Hamalainen 1997), but its main point is that
it allows decision makers to use so-called pairwise comparisons between the alternatives with
qualitative expressions connected to a 1-9 scale. A software tool called “BEES” for LCA has included an
option to use AHP for weighting (National Institute of Standards and Technology 2000). The U.S.
Environmental Protection Agency has used AHP in LCA case studies in order to provide a basis for the
valuation step (Tolle et al. 1998). Ong et al. (2001) used AHP to calculate total environmental scores for
product alternatives. AHP was used to determine weighting factors directly for interventions omitting the
characterisation phase of LCIA. In addition, Khan et al. (2002) used AHP as a part of the MADA
approach of fuzzy composite programming (FCP).

Application of MAUT requires that the decision maker is able to decide which of two alternatives he or
she prefers. Thus, it is not permitted to say: “In this case, | really do not know” whereas in the context of
outranking methods it is. The outranking methods include a number of methods, of which ELECTRE
methods (e.g. Roy 1973, Roy and Hugonnard 1982; for a summary of ELECTRE methods, see Rogers
et al. 1999) and PROMETHEE methods (Brans et al. 1984, Brans and Vincke 1985, Brans et al. 1986)
are the most popular. Basson et al. (2000) applied the ELECTRE methods for LCIA purposes. Le Téno

' There is an abundance of terminology in decision analysis. The words objectives and attributes may be used synonymously
with the word criteria. A useful distinction is to refer to more general statements about aspects that would be considered in
the evaluation of alternatives as objectives when they explicitly have a direction of preference associated with them (e.g.
minimise environmental impact) and as criteria when the direction of preference is not stated and merely implied. The term
attributes is then reserved for that which is actually evaluated (qualitatively or quantitatively) about the performance of these
alternatives relative to the more general objectivescriteria.



and Mareschal (1998), Le Téno (1999), Geldermann (1999) and Geldermann et al. 2000 used the
PROMETHEE methods with fuzzy logic to interpret environmental interventions (without the
characterisation phase) or impact category indicator results. Spengler et al. (1998) and Geldermann
(1999) demonstrated the benefits of a PROMETEE decision support system for integrated technique
assessment, considering technical, economic and ecological aspects of products.

In the report of the SETAC LCA impact assessment working group (composed of North American
experts) there is a brief summary of the various valuation methods including MAUT, AHP and
Lexicographic (a simple MADA method) (Barnthouse et al. 1997). The application area of decision
analysis was restricted to the valuation (weighting) phase of LCIA.

Hertwich et al. (2000) studied a theoretical, philosophical foundation of LCA. Their central conclusion
was that LCA can be justified by its use in decision making. The message was: “if LCA is to help
decision makers reduce environmental impacts, its methods should be evaluated according to how well
they fulfil this purpose.” In their later studies, Hertwich and Hammitt (2001a, 2002b) showed how LCIA
can be described and structured as an exercise in decision analysis. Their findings concerning attributes
and objectives in LCIA were mainly based on the decision analysis work related to MAUT/MAVT
(Keeney 1992).

In the operational guide to LCA in the ISO standards (Guinée et al. 2002), there is a section concerning
theoretical foundations of LCA in which multi-criteria analysis, multi-objective decision making and
decision theory are mentioned as tools for normative elements of LCA. Furthermore, the authors
presented that multi-criteria analysis methods may be useful for grouping and weighting, but they did not
refer to any of the above mentioned LCA case studies in which decision analysis methods were applied.

The report of the second SETAC-Europe working group on life cycle assessment includes a chapter
concerning normalization, grouping and weighting in LCIA (Finnveden et al. 2002). The author of this
thesis was a member of the working sub-group on normalization, grouping and weighting and was
responsible for decision analysis issues related to normalisation and weighting. The work of this sub-
group concluded that “findings and experiences from the MCDA field can be applied to LCIA, possibly
forming a theoretical basis for (elements of) LCIA and also to help discern “good and bad” approaches
to LCIA”. The work included findings about the relation between normalization and weighting derived
from articles I, Il and IV. Furthermore, the texts about decision analysis techniques of preference
elicitations for weighting of panel methods were derived from article IV. In addition, the work included a
discussion of biases related to the elicitation process, referred to in article |.

1.4 Aims and structure of the thesis

Few attempts have been made hitherto to explore systematically the theoretical bases of different
stages of LCIA and how these stages are related to each other. This thesis aims at illustrating the basic
theoretical foundations for life cycle impact assessment on the basis of decision analysis.

In this thesis, multiattribute value theory (MAVT) was chosen as a theoretical basis for LCIA. There are
two reasons for this. Firstly, MAUT and MAVT have well established theoretical foundations based on
axioms compared with the outranking methods and AHP (see e.g. French 1988, Guitouni and Martel
1998). Secondly, in article | it was shown that the typically used calculation rule to aggregate data into a
single value (total impact value) corresponds directly to MAVT.

In this thesis, a life cycle impact assessment framework based on MAVT is called decision analysis
impact assessment (DAIA). The purpose is to present how to apply this framework for different stages of
LCIA. The main research question of the study is: “What are the possibilities of decision analysis in
LCIA, and what is the value addition of this approach compared to the current practice used in LCIA?”

In Section 2, the theoretical principles of MAVT are briefly reviewed. In Sections 3-8 it is shown how this
theoretical foundation can be applied at the practical level of LCIA. In this summary the focus is on
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mathematical links between different elements of LCIA, whereas in article IV the framework is presented
in a more general and descriptive way.

In Section 3, selection of impact categories and classification in LCIA is presented to correspond to a
structuring phase of decision analysis. A value tree used in the case studies of articles | and Ill is
pointed out as a valuable decision analysis tool to structure impact assessment. From the point of view
of this structuring, characterisation is described as an exercise in which MAVT can be used to help to
choose the appropriate characterisation factors and calculation rule for characterisation (Section 4). This
is a central issue in the thesis because other authors have not presented the possibilities of decision
analysis in characterisation. In this thesis, characterisation issues are presented according to the LCA
terminology, which differs from the notation of decision analysis used in the original article I. In this way,
the issue may be easier to understand for the LCA practitioners. A new feature in this summary is also
that site-dependent characterisation in the decision analysis framework is handled more broadly than in
articles | and I, where Finland-specific characterisation factors are used; in this paper the site-specific
aspects are taken into account for several countries at once in order to provide a better basis for the
future work of impact assessment toolboxes.

In Section 5, findings about the relations between normalisation, characterisation and weighting are
presented with the help of mathematical formulation. In this section the findings derived from articles |, I
and IV provide the new rules for the LCIA methodology and clarify the role of normalisation in LCIA.

Section 6 concerns weighting, which is typically recognised as an application area of decision analysis
for LCIA. This section summarises from articles |, Il and Il the requirements of MAVT for determination
of impact category weights and aggregation of all information into a single score.

In Section 6.2 factors affecting biases in the context of so-called panel methods are discussed from the
viewpoint of experiences of the Finnish forest industry LCA application (article 1). In addition, the latest
works concerning biases in using MAVT in weight elicitation are referred to. In Section 6.4 there is an
illustrative example from article Il of how to combine local and global effects in weighting.

Although interpretation is not included in LCIA (see Fig. 1), it is the title of Section 7. This is due to the
fact that in the decision analysis framework, sensitivity and uncertainty analyses are inseparable parts of
the decision support process. In article | methodological solutions under conditions of incomplete
information with respect to input data of LCIA models were developed. These and the latest findings in
the literature are reviewed in this section.

In the first part of the discussion section (8.1), critical views on MAVT and the possibilities of other
MADA methods for LCIA purposes are presented. In Section 8.2, criticism of the use of weighting in
LCIA is handled from the point of view of decision analysis. In Section 8.3, the use of decision analysis
impact assessment is discussed. After the discussion some general conclusions are finally presented
(Section 9).

2 A decision analytic foundation for life cycle impact assessment

In this thesis, it is shown that LCIA can be considered as a general problem of decision making with
multiple objectives. The task is to make a choice among alternatives which have consequences related
to more than one attribute. Alternatives in the context of LCIA can be considered as issues such as
different product systems2, unit processes3, life cycle stages* or interventions, which will be compared
with each other. Furthermore, attributes which measure the degree to which the objectives are met are

2 Product system is the collection of materially and energetically connected unit processes which performs one or more
defined functions (ISO 1997).

3 Unit process is the smallest portion of a product system for which data are collected when performing a life cycle
assessment (ISO 1997).

4 Life cycle stage consists of unit processes and covers a certain defined part of the product system.
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either impact categories or environmental interventions (emissions, resource extraction, land use).
Objectives indicate here the direction to move in order to minimise environmental impacts.

In this study, decision analysis impact assessment (DAIA) is based on multiattribute value theory
(MAVT). Furthermore, the theoretical foundations of MAVT are based on value measurement (whereas
the theoretical foundations of MAUT are based on utility measurement). In measurement theories, the
objects and relations are considered as the primitive notations for measurement. In MAVT these objects
are pairs of outcomes (values of attributes) and the relation is strength of preference. Furthermore,
these outcomes are riskless (whereas gambles are used in utility measurement techniques and
outcomes are risky).

In MAVT, measurement techniques are utilised when a number of assumptions about the decision
maker’s preferences have to be made in order to rank alternatives. These assumptions are regarded as
the axioms of the method. They represent a set of postulates, which may be regarded as reasonable. If
the decision maker accepts these axioms, and if he is rational (i.e. behaves consistently in relation to
the axioms), then he or she should also accept the preference rankings indicated by the method.

There are several alternative axiom systems for value measurement. A good description of the axiom
system can be found in the work of von Winterfeldt and Edwards (1986), which is one of the standard
works on MAVT. The starting point for all the different axiom systems is that a decision maker is able to
decide his preferences over any pair of consequences (a,b,c...) between which the decision maker’s
preferences are expressed. The decision maker’s preference relations can be strict preference (“a is
preferred to b”), indifference (“a is as preferable as b”) or weak preference (“a is at least as preferable
as b”). The decision maker is assumed to be transitive. In the context of strict preference this means
that if he prefers a to b and b to ¢ then he prefers a to ¢. The same holds for indifference and weak
preference. Summation assumption requires that the result of adding two strengths of preference must
be greater than the sum of the parts. For example, if the decision maker prefers a to b and b to c, then
the strength of preference of a over ¢ must be greater than the strength of preference of a over b. When
the other required assumptions (cancellation, solvability and archimedean; see von Winterfeldt and
Edwards 1986) of the axiom system are satisfied, it can be proved that there exists a measurable value
function v for all possible consequences (Krantz et al. 1971, Dyer and Sarin 1979). It has the property

v(a) —v(b) = v(c)—v(d) (1)

if and only if the improvement from b to a is judged to be greater than the improvement from d to c.
Thus, the measurable value function allows expressing strength of preference for different levels of
consequence space X. Note that if v* also satisfies Eq. 1, then there are real numbers o > 0 and 3 such
that v*(a) = av(a)+3 (Dyer and Sarin 1979).

A cardinal value function describes the conversion from the “natural scale” of X to the value scale (Fig.
2) and it can be continuous or discrete. Value functions can be constructed according to the
measurement techniques. In measurement techniques direct numerical judgements or indifference
judgements are used. Direct numerical estimation methods such as direct rating, ratio estimation,
category estimation and curve estimation are used only in the case of value measurement. In these
methods the respondents are asked to make direct estimates of strengths of preferences on a numerical
scale (see e.g. von Winterfeldt and Edwards 1986). In the indifference methods pairs of evaluation
objects (e.g. NOx emission for acidification) are varied until a match is established in their respective
strengths of preference. Difference standard sequences and bisection are indifference methods used in
MAVT, whereas variable probability and variable certainty equivalent methods are used in MAUT (von
Winterfeldt and Edwards 1986).

A value function plays a central role in the breakdown of a decision problem with multiple objectives into
its constituent components and the recomposition of the original problem. After the structuring phase
(Section 3) it is known which alternatives and attributes are related to the decision problem. Consider an
alternative that can be expressed by a vector, x = (x1,X2, ...,X») where X; is @ measurement of attribute X;
(=1,..,n). In the multiattribute case X'is a product set of attributes Xi. Assume that the assumptions of
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Fig. 2. A single-attribute value function for the attribute of nitrogen oxides within tropospheric ozone
formation.

value measurement hold over the pairs of attributes Xx X and that the single-attribute value functions
have been determined. Then it may be possible to decompose the multiattribute value function into a
function of single-attribute value functions

V(Xpes X, ) = F(V4(X)), V4 (X)) (2)

where fis an overall aggregation function for single-attribute value functions v, (x;).

There are three main forms of f to generate the decompositions of v over the X:: additive, multiplicative
and multilinear. The most commonly used form of the decompositions is the additive function

V(Xgyen X, ) =Ky Vi (X)) + o4k, -V, (X)) (3)

where kis are the weights of the single-attribute value functions, sometimes called the scaling constants
or the attribute weights. In Eq. 3 single-attribute value functions are normalized onto a certain interval,
e.g.[0,1].

In the MAVT framework it is important to understand that weights are needed for the cardinal single-
attribute functions to commensurate in some way. Thus, in MAVT approaches, weights have no
absolute or intrinsic meaning and there is no sense in attempting to derive them without reference to the
single-attribute value functions (Bana e Costa et al. 1997).

Use of the additive model (Eq. 3) is only appropriate if the difference independence assumption holds.
This means that the preference on the outcome of one attribute does not depend on the outcomes of
the other attributes. This strong assumption describes sufficient conditions for the additive
decomposition.

To check the difference independence assumption, consider two alternatives that differ only in attribute i
(von Winterfeldt and Edwards 1986):

X= (C1,Cz, v Xiy een Cn)
Y =(C1,62, ces)iy +- 4 Cn)

Now consider x’ and y’, which have the same values x; and y; as x and y but different constant levels b;
in the other attributes:

13



X’ = (b'],bZ, e Xiy eeey bn)
v = (bibzs oo .. s b)

The difference independence assumption (axiom) holds if for all i =1,2,...,n, xi, yie X;; ¢;bje X, j = i, the
strength of preference of x over y is equal to the strength of preference of xX’over y’,
i.e. v(x)-v(y) = v(x’)-v(y’).

If the assumption of difference independence fails, it may be possible to apply multiplicative or
multilinear models. Both models have a different version of independence axiom that must be fulfilled in
order to use the model (see e.g. von Winterfeldt and Edwards 1986).

It is important to notice that the independence assumptions refer to judgements and preferences, not to
physical relations between attributes in the environment. For this reason, in this report the term
judgemental independence assumption is used where there is a need to emphasize this viewpoint.

When a multiple value function with the help of single-attribute value functions (e.g. Eq. 3) has been
constructed in LCIA, the best alternative is found by minimizing the value function. Minimization is used
due to the notation of value function in LCIA applications: the higher the value, the greater is the
damage to the environment.

3 Selection of impact categories and classification

Structuring of the decision problem is the first phase of decision analysis which precedes the evaluation
phase. According to Bana e Costa et al. (1997), structuring is a mixture of art and science which seeks
to build a more-or-less formal representation integrating the objective environmental components of the
decision context with subjective points of view.

In articles | and IV it is shown that structuring of the decision problem corresponds to selection of impact
categories and classification in LCIA. From the decision analysis point of view, an important issue is
also the selection of alternatives that may be carried out in the context of goal and scope definition in
LCIA. For this reason, alternatives such as product systems, unit processes, life cycle stages or
interventions can be inputs to the LCIA process.

The selection of impact categories includes a selection of impact category indicators. An impact
category indicator is a quantifiable representation of an impact category, and therefore it is the object of
characterisation modelling. In characterisation modelling different types of mathematical techniques can
be used for predictions of physical, chemical and biological phenomena in environmental systems.

In the decision analysis framework, there are two approaches to arrange values of impact categories.
The approach of type 1 used in LCIA is that impact category indicators or impact categories are
considered as attributes. In this case impact category indicator results are values of attributes, i.e. the
measurements of the attributes are indices that are calculated by using characterisation factors and
data on interventions on the basis of scientific knowledge. In practice, this has been the situation in all
MCDA-LCIA studies where characterisation has been included (see Section 1.3). In the second
approach (applied in articles | and Ill), interventions are considered as attributes and impact categories
are described as objectives in the first step. The values of the attributes are measured or assessed
scores. The calculation of impact category indicator results on the basis of attribute values is a
multiattribute assessment problem itself, and it produces values for impact categories. In the second
step, the objectives (impact categories) measure the degree to which the higher-level objective (the total
impact caused by different impacts) is met and they offer the basis for the new weighting task.
Therefore, the selection of impact categories classification (where interventions are assigned to impact
categories according to their cause-effect chain) can be included in decision analytic impact assessment
in the second approach.
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To be exact, the amounts of interventions are not the values of attributes in the second approach
presented in article I, where the measurement of attribute Xj;is called rating, x;; (intervention j within
impact category i). It is an “effective” part of the amount of intervention j that causes harmful effects
within impact category i. In this way, it is possible to apply site-dependent impact assessment (see
Appendix 1).

From the point of view of decision analysis a useful tool in problem structuring is a value tree (e.g. von
Winterfeldt and Edwards 1986). A value tree for an LCIA application of the second approach is
composed of three elements: impact categories, attributes and alternatives (Fig. 3). On the left hand
side the general objective behind the assessment is presented, i.e. the total impact caused by different
impacts. The impacts caused by a product system are determined and divided into main categories i
(=1,...,n) which can be further divided into sub-categories. For example, acute aquatic, chronic aquatic
and chronic terrestrial toxicity sub-categories can be included under ecotoxicological impacts. Finally,
impact categories are divided into attributes, interventions j (j=1,...,m) (emissions, extractions and land
use). Interventions caused by an alternative a are assigned to one or more impact categories i (i=1,...,n)
on the basis of their cause-effect relationships.

Note that in article IV intervention attributes are considered as sub-attributes, whereas impact
categories are main attributes. However, this presentation follows the above-mentioned terminology.

The elements of a value tree should be constructed and defined such that they have the required
properties (completeness, operationality, decomposability, absence of redundancy and minimum size;
see Keeney and Raiffa 1976), which are illustrated in article I. A checklist to fulfil these properties can
be the following (modified from Keeney and Raiffa 1976 and from von Winterfeldt and Edwards 1986):

e Completeness: Can the decision maker think of any impact aspects of the alternatives that have
not been captured? If so, the tree may not be complete.

e Operationality: Can the alternatives be located on each attribute easily? If not, the attribute may
be ill-defined.

e Decomposability: Can the decision maker think of preferences for several levels of an attribute
independently of the levels in other attributes? If not, the dimension may not be judgementally
independent.

e Absence of redundancy: Are the attributes highly correlated across alternatives? If so, they
may be redundant.

e Minimum size: Is the number of attributes too large to manage? If so, omit the attributes whose
values do not differ among the alternatives.

Article IV includes illustrative examples concerning the meaning of the requirements. In addition, the
case studies of the Finnish forest industry (article 1) and metals industry (article Ill) show how these
requirements can in practice be taken into account in LCIA. The fact is that the environmental
intervention-effect network, including primary, secondary and tertiary effects etc. is a very complex issue
to handle with the hierarchical structure. The construction of a value tree needs value judgements to
decide what are important impacts and how these can be modelled in an appropriate way (selection of
category indicators and characterisation modelling). To avoid double counting, determinations of impact
categories are necessary. For example, in article | impact on biological diversity was included as one
consequence under all ecological impact categories because emissions also have an impact on
biological diversity. Consequently land-use issues were the only factors taken into account under the
impact category called impact on biological diversity (see Fig. 3).

The decomposability criterion requires that attributes and impact categories are not judgementally
independent. This feature must be taken into account in the structuring phase. In the case studies
(articles I and Ill), the possible dependences were tested with the help of thought experiments according
to the principles presented in Section 2. It is important to note that the decomposability criterion is not
violated although intervention j can be involved in several impact categories (e.g. NOx in Fig. 2). This is
due to the fact that in each impact category i, specific effects are determined and only the effective part
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of intervention j related to the effects in this category i is included in the characterisation process.
Although the same interventions within different impact categories are physically dependent on each
other, they are not judgementally dependent on each other (see also Sections 4.2 and 6.3). Thus, the
starting point that intervention j is included in the calculation of two or more impact categories is not an
argument against the use of MAVT/MAUT models in LCA (cf. Le Téno and Mareschal 1998).

A value tree can be constructed according to top-down or bottom-up approaches. The former approach
starts from an explication of the decision makers'/experts’/analysts’ most general values (e.g. areas of
protection in the context of LCA). The idea of the latter approach is to identify impact-relevant
characteristics which distinguish the alternatives and to synthesize them in order to obtain higher order
impact values.

In the case studies of the Finnish forest industry (article I) and metals industry (article Ill), the aims were
to find the most significant life-cycle stages and interventions within the sectors. In both cases, the value
trees were constructed according to bottom-up approaches.

As mentioned in Section 1.2, the local impact categories are not typically included in LCIA. However, in
the case study of the Finnish metals industry (article Ill), local impact categories such as direct effects
on flora (SO2, NOy, fluoride, dust), solids to water, thermal load, impacts on amenities (dust), wastes
(different groups), noise, smell, and soil and ground water pollution (different interventions) were also
taken into account. The decision analysis framework permits handling of these impact categories
together with regional and global impact categories (see Section 6.4).

Structuring value trees is a cooperation process between a decision analyst and experts. For example,
in the case of the forest industry the initial value trees were designed by the analyst. These were sent to
10-15 experts within the Finnish Environment Institute. On the basis of their comments the value trees
were reformulated by the analyst and an open discussion session was held where the experts could
discuss and reformulate the value trees until a consensus was reached. In the case of the Finnish
metals industry, the initial value trees were constructed by co-operation between the analyst and an
expert group of each metal factory. The expert group consisted of an environmental manager of the
company and inspectors from the municipality and a regional environmental authority. In both case
studies, there were no difficulties to reach consensus.

A value tree (or objectives hierarchy as Keeney and Raiffa (1976) called it) is a basic tool for structuring
of MAUT/MAVT and AHP applications. Despite this it is poorly elaborated in the field of LCA. In the
context of selection of impact categories and classification it is only mentioned in the articles of this
thesis. Miettinen and Hamalainen (1997) presented it in the decision situation where the other criteria
such as economy and consumer issues are taken into account with LCIA results. Werner and Scholz
(2002) pointed out in their study that these required criteria related to the value tree can be used to
determine relevant inventory data of product systems. However, they did not refer to the value
tree/objectives hierarchy or to selection of impact categories and classification. In principle, their
approach may lead to the same result as that reached with the approach presented in this thesis.
However, the first phase of LCIA appears to be a better place for conducting a value tree application
because of the iteration character of LCA (see Section 1.1). Selection of impact categories and
classification precede the evaluation phase, and findings made in this stage can cause changes in
inventory analysis or even in goal and scope definition.

Hertwich and Hammit (2001a) discussed how decision analysis can be used to structure LCIA. They
presented the idea of objectives hierarchy but they did not deal with its required properties. In order to
construct meaningful attributes and objectives for LCIA they concentrated on a means-ends objectives
network presented by Keeney (1992). This is a network based on causal relationships and its
construction requires judgements about facts instead of value judgements. Hertwitch and Hammit
(2001a, 2001b) showed that this tool can help to define the point in the environmental mechanism at
which the category indicators are defined. They suggested that these category indicators can be
described as attributes, whereas safeguard subjects correspond to fundamental objectives. However, it
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is important to understand that a means-ends objectives network can help to construct a meaningful
value tree. The purpose of the means-ends network is not to replace the use of a value tree in the
context of hierarchical methods such as MAUT/MAVT and AHP. The value tree is needed for the
construction of a value model (such as a value function) in order to quantify objectives and to rank the
alternatives (Keeney 1992).

It is important to note that value judgements are required to construct value trees, and judgements
about facts are required to construct means-ends networks. For this reason, Keeney (1992) pointed out
that the construction of both the value tree and the means-ends network can clarify the facts and values
of a decision situation. This approach is worthy of testing in LCIA because one of the main points of
criticism is that LCA does not strictly separate the subjective from the objective elements (Hofstetter et
al. 2000a).

4 Characterisation

The purpose of characterisation in LCIA is to estimate the potential contributions of different
interventions (emissions, resource extractions and land use) to different impact categories and to sum
the amounts of interventions into a single number within each impact category. According to the
international standard for life cycle impact assessment, ISO 14042 (ISO 2000a), characterisation should
be based on a scientific analysis of the relevant environmental processes, and for this reason, the
results of characterisation may be considered as input for a decision analysis framework (approach 1 in
Section 3). However, in articles | and IIl it was shown that characterisation can be considered as a
multiattribute problem itself and that the rules of MAVT can assist the execution of characterisation.
Thus, a starting point for the presentation in this section is the value tree of type 2 in Section 3, where
interventions are described as attributes. In this section we gather different findings concerning
relationships between characterisation and decision analysis rules from articles I-IV. In addition, in this
context it will be shown how different site-dependent characterisation approaches can be carried out in
the decision analysis framework.

The issues that will be presented in the next sections can be applied in the case of different impact
assessment approaches (Section 1.2), unless stated otherwise.

4.1 Mathematical framework

In LCIA a basic rule to calculate an indicator result of impact category i is

m

l;="C, X, =1 )

=1

where I = indicator result of impact category i
Cij= characterisation factor for intervention j within impact category i
x;= amount of intervention (emission, resource extractions or land use) j

In article | it was pointed out that according to MAVT, Eq. 4 can be interpreted as a simple additive
weighted model:

=V (Xpy) = Sk, V(X)) i=tn (5)

where li = evaluation object (= indicator result of impact category i)
vi = overall value function (= multi-attribute value function) within impact category i
ki; = weight (=scaling constant) of attribute X; within impact category i
vij= normalized single-attribute value function for attribute j within impact category i
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X; = measurement on attribute X;

In MAVT, it is customary to normalize® values of value functions onto the [0,1] range. In the impact
assessment the most preferred achievement levels (x7) on the attributes are fixed to zero through
v,;(x]) =0 forall i and j. Furthermore, the least preferred achievement levels (x;) on the attributes
are assigned to one, i.e. v,,j(x;) =1 for all i and j. Thus, the idea is that the consequences of each

intervention within impact categories are assessed by putting values x; into the corresponding single-
attribute functions v;j.), and that the results vij(x;) within impact categories are in the [0,1] range.

To understand the elements in Eq. 5, the following illustration is presented. Suppose that the conditions
for an additive numerical presentation (see Section 2) exist such that v,(x,,...,X,,) = Zm V' (X))

j=1
where the value function v'; ; (.)is un-normalized. By normalizing the component value functions into the
[0,1] range, the additive presentation can be written as (Salo and Hamalainen 1997):

:i kv, (x,) i=1,..n (6)

j=1

where k;; =V';; (x;)—v y (xf)is the weight of the jth attribute (intervention) and v, ;(x;) € [0,1] s the
normalized  score of the jth  attribute  within  impact  category i, ie.
vi,j(xj) = [v'i,j (Xj)_v'i,j (Xf )]/[v'i,j (Xj)_v'i,j (Xf ).

Assuming linear single-attribute value functions (v';  (x;) = &, ;x; + B,;) in Eq. 6 it can be shown that

v,;(x;)=a,;-x;. Comparing the result with Eq. 4 we get Ci; = kijci;. Using the notation and
normalization mentioned above, we get the following presentation
v'oo(x ) =V (x©
Coy=ky =k, — 1 — = u f} ;'f( /) ,i=1,..,nandj=1,..m @)
‘ T ToX =X X; —X;

Next it is shown that this equation for the determination of characterisation factors derived from the
preference model corresponds to the equation derived from “objective” impact assessment models.

Suppose that there exists an impact assessment model that can describe cause-effect relationships
between the interventions and an impact category indicator. For example, in the case of acidification,
the unprotected area of an ecosystem is chosen as an acidification indicator and the RAINS model
developed by the International Institute for Applied System Analysis (IIASA) is an impact assessment
model (see Potting et al. 1998). This kind of model allows the following expression for calculation of the
indicator result of impact category i:

> In this presentation a process in which the results are changed to dimensionless units within a certain range, e.g.
[0,1] is called normalization. In the context of decision analysis the term is indicated by “z” instead of “s” in
order to separate it from an LCIA step called normalisation. Normalisation has specific meaning in LCIA: it is a

step in which the impact category indicator results are expressed relative to a well-defined reference system.
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L =1 (X Xy X)) = D F (X, N (8)

j=1
where function f(.) identifies the overall impact assessment model within impact category i, and the
damage function fi(.) for intervention t (tj) within impact category i can be calculated from f{.) by
decreasing amounts of intervention t from x, to x? and keeping the values of other interventions / (I,

I= f) at their worst levels (x,). A damage function describes the shape of relationships between
interventions and the indicator results within an impact category. In LCIA, characterisation factors can
be interpreted as tangents at working points (Heijungs et al. 1992):
GG
M OX,

I

,i=1,..,nandj=1,..m 9)

where the working point is ((x;(R).f,;(x;(R)) representing the total load caused by all human activities

of the reference system R. Eq. 9 forms a basis for the so-called marginal approach to determine
characterisation factors (Heijungs et al. 1992, Udo de Haes et al. 1999).

Let x,(R) = x;. and assume that damage function f;(.) is linear at the [x}’,x;.] interval, then

fo(x)—f (x°
¢, =T ey handj=1,.m (10)
Y Xj_xj

If we accept that the value function v';; (.) corresponds to the damage function f, ; (), Egs. 7 and 10 are

the same. Thus, the “objective” principles for the determination of characterlsatlon factors related to
scientific impact assessment models are consistent with those derived from preference models. This
leads to an important conclusion: the rules of MAVT can assist the determination of characterisation
factors in LCIA.

Note that the calculation rule for the determination of characterisation factors is called the average
approach (Udo de Haes et al. 1999) if characterisation factors are calculated according to Egs. 7 or 10

at the “large” [xj.’,x;] interval. (Usually this interval in the context of the average approach is
represented as [O,X;]). This concerns both linear and non-linear damage functions/value functions.
From the point of view of MAVT, the average approach only produces the correct characterisation factor
at the whole [x7, x*.] interval in the cases of linear damage functions. If linear damage functions pass
X; axes at intervention points x " and x >0, these threshold points should be considered as X7 in

Eq.10. In this case the use of zero value for x] leads to incorrect characterisation factors as can be
seen in article I.

If it is desirable that the characterisation can cover the large [x;’,x;] interval in non-linear conditions

the correct way is to use Eq. 5, in which weighting factors and single-attribute value functions must be
determined. However, this has not been applied in any LCIA applications. The applied practice is that
the results of scientific impact assessment models are calculated either by increasing or decreasing the
magnitude of interventions (e.g. 10%) in the working point (e.g. Potting et al. 1998, Krewitt et al. 2001).
In this “incremental” way derived characterisation factors are directly used in Eq. 4 without testing the
linearity in the chosen intervals.
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4.2 Judgemental independence assumptions

It is important to note that the calculation rules of characterisation mentioned above are assumed to fulfil
the assumption concerning difference independence between interventions within each impact category
(see Section 2). This is the necessary assumption for using the additive model. However, if there exist
judgemental dependences between interventions within impact categories, the calculation rules of
characterisation will be changed from those presented in the previous section.

In article | it is shown how to check the difference independence assumption in the case of tropospheric
ozone formation. The checking needs emission reduction results of each intervention under the impact
category and joint reduction results which are calculated by reducing emissions of all interventions at
the same time. In practice, difference independence does not hold if the joint reduction causes different
decreasing in the impact category indicator result compared to the result derived from the sum of results
caused by the separate reduction of each intervention (see Section 2).

If difference independence does not hold, but so-called multiplicative difference independence holds,
the characterisation equation requires the determination of weights, the single-attribute value functions
and an interaction constant. The interaction constant deals with interdependences among different
intervention sets in the multiplicative model. The multiplicative model requires that the ordering of
strengths of preferences among pairs of objects that vary only in a subset of attributes does not change
if the constant levels on the remaining attributes are changed to some other constant levels (von
Winterfeldt and Edwards 1986).

If the multiplicative model fails because of dependences, the multilinear model may still be appropriate.
This requires that the multilinear difference independence assumption holds. This in turn means that the
strength of preferences in any single attribute (intervention) is unaffected by constant values in other
attributes (interventions). The model requires weighting factors, single-attribute value functions and
many interaction parameters. In practice, if the number of attributes exceeds four, the assessment task
becomes unfeasible (von Winterfeldt and Edwards 1986).

In practice, judgemental independence assumptions have not been studied in the context of
characterisation. The users and developers of LCIAs are not familiar with the issue. However, many
interventions related to regional and local impact categories may be judgementally dependent on each
other in such ways that the additive model does not hold. For example, synergistic toxic effects due to
two or more harmful substances indicate dependences between the harmful substances. It is important
to note that if empirical environmental research or scientific impact assessment models can offer
evidence about dependences between interventions within impact category i under study, the choice of
characterisation model type (additive, multiplicative or multilinear) must be made according to the
evidence. This holds although interventions are, for example, physically related to each other by the
same source. Then the same abatement measures reduce the releases of all interventions at once. In
this case the interventions are environmentally dependent, but they can still be judgementally
independent from the point of view of a chosen impact category.

4.3 Characterisation based on judgements

In the case of no scientifically based characterisation factors, decision analysis offers the tools to
conduct characterisation on the basis of judgements. The first task is to assess single-attribute value
functions v;.) according to the measurement techniques presented in Section 2. For this purpose, the
ranges of attributes must be determined. In MAVT, it typically holds that the best and worst range values
for each attribute are found on the basis of alternatives considered in the assessment. This is also a
good starting point for case-specific LCA applications. However, if the aim is to construct a generic
characterisation model, the range should be chosen to be large enough. In this way, there is no need to
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determine characterisation factors or characterisation models case by case, because attribute values
related to different LCA application remain within the [x;’ ,x;] range.

If linear single-attribute value functions are assumed, the construction of value functions can be omitted
and Egs. 4 and 7 can be directly used in the case of additive models.

To assess attribute weights k;; within impact category i, the decision maker’s task is to imagine the
strength of effects (damages) related to the [v'; ; (x7),v";, (x; )] range. These subjective assessments of

different interventions within impact category i are weighted against each other. To help this process,
different elicitation techniques developed in decision analysis can be used.

Several methods have been developed for the elicitation of the scaling constants (weights) in the
additive value function. The use of simple methods such as ratio estimation (Edwards 1977) and swing
weighting methods (von Winterfeldt and Edwards 1986) is illustrated in article I. The trade-off method
(Keeney and Raiffa 1976) is illustrated in article Il. There are many other procedures for the
determination of weights in the MAVT literature, e.g. the pricing out method (Keeney and Raiffa 1976).
In practice, the tradeoff method is difficult and time consuming compared with the other methods
(Borcherding et al. 1991). However, its advantage is that it compels decision makers to take attribute
ranges into account in the elicitation (Keeney and Raiffa 1976, Weber and Borcherding 1993).

The elicitation process of attribute weights is subject to many biases. They may originate from the
behaviour of the decision makers or the procedures and techniques used in the elicitation (see e.qg.
Weber and Borcherding 1993, Pdyhdnen and Hamaldinen 1998, Pdyhonen et al. 2001). Because
subjective attribute weights are determined on the basis of the same theory as impact category weights,
the biases phenomenon is discussed in Section 6.2.

Suppose that there are s interventions under an impact category z. The final weights can be computed
when s-1 pairs of attributes have been compared because the sum of attribute weights is 1 due to

normalization into the [0,1] range (i.e. v, (X; ... X;) = X5k, -V, (X;) =25k, =1).

In principle, the value measurement techniques offer a possibility to handle attributes (interventions) that
do not have natural value scales. For example, in the crudest version of direct rating technique, attribute
values are directly assigned to alternatives. An attribute is defined in qualitative terms. Next, the
alternatives that seem best and worst with respect to that attribute are identified. All other alternatives
are ranked between the two extremes. The above rating step can be useful in some streamlined LCA
applications. However, it introduces subjective judgment and leads to subjective characterisation which
is against ISO recommendations. According to ISO (2000a), characterisation should be performed with
scientifically based characterisation factors and technically based amounts of interventions. However, in
the absence of such technically based factors and data, subjective judgements are the only alternative
to derive category indicator results in order to obtain a complete picture of the environmental impacts of
a product system under investigation. This idea can also be found in the conclusions of the SETAC-
North American LCA impact assessment workgroup (Barnthouse et al. 1997). In articles | and Ill, it is
shown how to conduct such subjective characterisation with weighting factors and attribute values
obtained from expert judgments.

5 Normalisation

5.1 Normalisation as a separate stage

Normalisation is commonly used as a separate stage for the interpretation of category indicator results.
In this case the purpose of normalisation is to provide better understanding of the relative proportion or
magnitude for each impact category of a product system under investigation (ISO 2000a). In
normalisation, the following equation is typically used:
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@ _ =77 NN (11)

where l{(a) = indicator result of impact category i caused by product system a
N;=normalisation value of impact category i
Cij= characterisation factor for intervention j within impact category i
x;(a) = amount of intervention j caused by product system a
X;(R) = amount of intervention j caused by reference system R

Thus, in this basic equation denominator, the normalisation value (N), is an indicator result of impact
category i caused by the reference system R, i.e. N=I(R).

Behind the use of Eq. 11 there are strong assumptions. Firstly, the calculations of category indicator
results /i and normalisation values N; are carried out by the additive model, which requires that
difference independence between different interventions under impact categories i holds. If this
assumption fails, the multiplicative or multilinear model may still be appropriate. To apply these models,
weaker independence assumptions must be fulfilled (see e.g. von Winterfeldt and Edwards 1986).
Multiplicative or multilinear models lead to different presentations in the calculation of indicator results.

Secondly, the same characterisation factors are used both for calculations of impact category indicator
results and of normalisation values. In practice, this means that, for example, a 10% reduction of
intervention j causes the same unit decrease of effect within impact category i as a 100% reduction.
This linearity assumption is not obvious for regional categories such as acidification, tropospheric ozone
formation and terrestrial eutrophication or local impact categories such as odour. In this work, local
scale in the context of impact categories refers to distances from about one kilometre to some tens of
kilometres, and regional scale encompasses distances from tens of kilometres to some hundreds of
kilometres.

Suppose that country-specific characterisation factors for intervention j within impact category i
(C. ., where co is country) are derived from 30% reductions in each country separately. To be exact,

these characterisation factors C,.  can only be used in the [0. 7x,(co),x; (co)] range. Furthermore,

ij.co

i,j,co

100% reductions lead to characterisation factors C,,, and C;;,#C, . Thus, if the additive model
holds the correct normalisation is carried out by
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if the purpose is to show the contribution of product system a to the total impact of category i caused by
the interventions of reference system R. Note that x; ,(a) is the amount of intervention j caused by

r

product system a in country coand  x,(a) = ZCO:1 X (@)

It is important to note that in the determination of country-specific characterisation factors carried out, for
example, by Potting et al. (1998) and Krewitt et al. (2001), the linearity of damage functions was not
studied. The characterisation factors were based on 10 % reductions or increases of interventions.
Thus, it is not sure whether their characterisation factors can be used in the calculation of normalisation
values. In addition, the independence assumptions were not tested.
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The finding that characterisation factors may be different in calculations of category indicator results of
product system a and of reference systems (Ni) is new in the LCIA methodology. For example, in the
newest guide of LCA adapted by CML there is a recommendation that the same characterisation factors
should be used in both calculations (Guinée et al. 2002).

5.2 Normalisation as part of weighting

In order to calculate the total impact value caused by product system a the typical aggregation rule
appliedin LCIA is

_~,, L@
l(@) = ;W,- m

(13)

which consists of impact category weights, w;, and normalisation results of impact categories i. In this
context it is often stated that the purpose of normalisation is to increase the comparability of the data
from the different impact categories in order to provide a basis for a valuation step (e.g. Consoli et al.
1993, Lindeijer 1994).

According to MAVT the additive model can be written as

I(a)zzwizku 'Vi,j(xj(a)) (14)
=t j=
In article | it is shown that Egs. 13 and 14 are the same if and only if single-attribute value functions are
linear and go through the origin. In addition, it is assumed that additive models can be used for the
calculations of indicator results. The result is important because the traditional aggregation rule used in
LCIA (Eq. 13) has been shown to be a special case of the multiattribute value function.

According to MAVT, the form of normalisation value depends on the shape of single-attribute value
functions and the feasible range of attributes. In practice, the issue is not elaborated in the field of LCIA.
If single-attribute value functions are linear, then (see Eq. 7)

1

v, (x;(@)=a,, x;(8)=———x,(a) foralliand;] (15)
: ' X, =X

where the values of value functions were normalized into the [0,1] range. Assume that x; =X;(R) and
x; =0. On the basis of Egs. 7 and 10 it can be seen that weighting factors ki; are C,; - x;(R).

Furthermore, we get k,, =C, ; - x; (R)/Z;C,J -X;; (for all i and j) because weights are summed to 1

due to the normalization into the [0,1] range. If the above-mentioned conditions and difference
independence assumption hold, we derive Eq. 13 from Eq. 14. Thus, in this case the normalisation
value Niis I{R).

Suppose that the single-attribute value function vi.) is linear, crossing the X; axes at value points

x?(R). If x?(R) > ( then there exists a threshold. This means that there is zero damage below the

®

; (R). In the case of site-generic

emission x? (R) that is greater than zero. Let x] =x(R)=x
characterisation factors, this leads to the form of normalisation

) 3, x,(@)
S vy = ___La) Fn ()
A ¢, xR)-xcRy HEIE

j=1
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wherel? (R) is the best achievement level of indicator results of impact category i caused by reference
system R. In this case, the normalisation value N; can be considered as /,(R)—I7(R).

In the case of country-specific characterisation factors, where linearity exists in the single-attribute
functions and characterisation factors only hold in the [x}(co),x;(co)] range, the following

“normalisation” rule is obtained

iici,/’,co 'Xj,co(a)
Ii(a)o = o =10 (17)
i(R) =17 (R) D> Cino - (x;(c0) — X7 (c0))

co=1 j=1

where 0<Xx,(a) <(x,(co)-x](co)) forall jand co. In this case, country-specific characterisation

j.co
factors are the same in the calculations of normalisation values and of impact category indicator results
of product system a.

The findings related to normalisation values in the cases of Egs. 16 and 17 have not been elaborated in
any LCIA models although there is a need to use them from the point of view of environmental pollution
research (e.g. Posch et al. 1999). Therefore, the findings may be particularly valuable for the
development of a more site-dependent impact assessment framework in the future.

Note that in the DAIA model applied in both case studies, the use of Eq. 16 is avoided by using ratings
Xij instead of amounts of interventions x;. In these cases damage/value functions go through the origin
because ratings only include the "effective" parts of amounts of interventions which cause adverse
effects on the environment (see Appendix 1). Hogan et al. (1996) also used a similar "only above
thresholds" approach to interpret the inventory data but they did not connect the transformed amounts
of interventions to the characterisation phase as has been done in DAIA.

Sometimes it is presented that the aggregation of different impact category indicator results into a single
impact value can be calculated without normalisation, i.e. in the case of an additive model with site-
generic characterisation factors the calculation rule is

&) =YW, 1@=23 w-C,-x,@ (18)

=1 j=t

For example, Finnveden (1994) wrote that normalisation may in some cases provide a better basis for
valuation and it is necessary for some valuation methods. However, among LCIA practitioners it is
unclear in which situations normalisation is allowed or not allowed (see Finnveden et al. 2002).

According to MAVT, Eq. 18 can be used only if linearity and indifference assumptions hold, and impact
category weights should fulfill the property expressed in the next section (Eq. 21).

6 Weighting
6.1 General aspects of the determination of impact category weights

According to MAVT, the aggregation of different impact category indicator results into a single value, i.e.
Eq. 13 can also be expressed by (article II)

lfa) =, -v,(1,(@) (19)

25



where v; is a normalized value function for impact category i and /i(a) is a vector consisting of weights ki;
and values vij(x{a)). The value functionv,(.) expresses the strength of preference related to

relationships between effects within impact category i and impact category result /{.). More precisely, v;
is a single-attribute value function for impact category i and v;; is a single-attribute value function for
intervention j within impact category i.

Impact category weights, wi, express trade-offs between environmental effects of different impact
categories from the point of view of their severity. Environmental effects of different impact categories
are calculated as impact category results, which are not commensurable, and there are no such models
as in the case of characterisation where the model f(.) can be used for generating weights
(characterisation factors) within impact category i (see Section 4.1). Different impact category results
can only be aggregated into a single value with the help of subjective weighting factors.

According to MAVT, the impact category weights in Eq. 19 and in the case where normalisation
corresponds to Eq. 16 can be interpreted as

w; =V ((R) v (I7(R)) (20)
wherev',(.)is an un-normalized value function, V' (l.(R))=V",(x,(R),..x,(R)) and

V' (17 (R) = V' (X7 (R),.... X (R))

1 m

Note that in Eq. 19 value functions are normalized into the [0,1] range as in the additive characterisation
model (Section 4.2). This means that v,(/;(R))=1 and v,(I’(R))=0 (and w, +w, +..+w, =1).
Thus, the value of Eq. 19 is always 1 for all wi. For this reason, the weights cannot be calculated. They
can only be produced by valuation; the decision maker's task is to estimate the strength of effects
(damages) related to indicator results of impact category i caused by the intervention intervals of
reference system R. These subjective assessments of different impact categories are weighted against
each other. To assist this process, various elicitation techniques developed in decision analysis can be
used.

In the case of Eq. 18, in which impact category weights are directly multiplied by category indicator
results, impact category weights should be (see Eq. 7)

w2 VilR) -V (F7(R))
' L(R)-17(R)

i

(21)

if linearity at the [/ (R),/,(R)]interval and the indifference dependency assumption hold.

In the basic additive aggregation model, Eq. 13, it is assumed that x;(R) =0 for all j and that the

linearity in the [0,/,(R)] range holds. On the basis of these assumptions, Eqs. 18 and 21 produce Eq. 13

and the same characterisation factors can be used in the calculations of impact category results of
product a and reference system R. Assume the other situation, Eq. 12, in which different
characterisation factors are used for the calculations of impact indicator results and normalisation

values. In both cases, impact category weights can be interpreted according to Eq. 20. If /7(R) =0 for
all i the impact category weights can be interpreted as

w, =V, (1,(R)) (22)

Thus, in the elicitation of weights the task is to assess relative severity of current effects of impact
categories caused by the interventions of the reference system R. Unfortunately, this is easier to say
than to carry out. In the case of the Finnish forest industry, interventions caused by Finland were used
for the calculation of /,(R), i.e. the reference area was Finland. In global and regional impact
categories, interventions caused by activities outside Finland have their own effects on the Finnish
environment. For this reason, the task is also to separate those effects caused by sources outside
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Finland. In addition, Finnish emissions cause harmful effects outside Finland, which must also be taken
into account in valuation. To compare global and regional impacts against each other in weighting, the
question format should be changed so that respondents know that emissions caused by Finland are
valuated against each other (see article I1).

Furthermore, MAVT can explain precisely how attribute weights are obtained in the two-level hierarchy
model in which there are also sub-categories. In the case of Fig. 3 in the determinations of weights of
ecotoxicity sub-category SC (kasc) and weights of attribute X7sc; within the ecotoxicity sub-category SC
(kbsc;), the panelists are asked to adjust their weights to x'7sc; ,which represents the total ratings
caused by all the emissions of the chosen reference system.

The second SETAC-Europe working group on life cycle assessment concerning normalisation, grouping
and weighting in LCIA (Finnveden et al. 2002) pointed out that case-specific (internal) normalisation
requires case-specific weighting. According to the working group, in case-specific (internal)
normalisation, data from two different options within the same LCA study are referenced relative to each
other in Eq. 16. In the report the claim was not proved. It is easy understand on the basis of the above
mentioned relationships between weights and value functions that if alternative product system b is
chosen as reference system R (e.g. N=l{b)), impact category weights are interpreted according to Eq.
20 in which R is replaced by b. Furthermore, MAVT offers the clarification for external normalisation
referring to a situation in which the reference system is larger than the product system of the application
(e.q. if  N=I{Western_Europe) then  weights reflect v', (I, (Western _Europe)) —

v', (I? (Western _Europe)).

Norris (2001) first pointed out that the above-mentioned requirement for congruence in normalisation is
violated in many LCIA applications in North America. In the cases of site-specific normalisation, generic
weighting factors have been used. In addition, in Eco-Indicator 99 normalisation values a are calculated
by using Dutch-specific damage factors (characterisation factors), but safeguard subject (impact
category) weights in Eco-Indicator 99 are derived from the weighting survey in which the relative
importance of weights reflects damages in Europe (Hofstetter et al. 2000b).

In general, it can be stated that knowledge about relationships between weights and other elements of
weighting is poorly elaborated in the field of LCA although in the early LCA literature there can be found
some studies attempting to clarify the issue. Both Heijungs (1994) and Tukker (1994a, 1994b) used Eq.
19 as a starting point for their representations. Tukker (1994b) proposed that weighting factors could be
determined by using iso-utility functions (=indifference curves in the context of MAVT/MAUT (Keeney
and Raiffa (1976)) for two or more impact categories. In practice, this approach leads to the difficult
elicitation of weights. Despite this, his observations on relationships between normalisation and the
determination of weights are consistent with this work. The same concerns the study of Heijungs (1994).
In his study, he demonstrated the relationship between weighting and normalisation on the basis of
trade-off procedure (see Keeney and Raiffa 1976). He concluded that normalisation is required in the
context of weighting. However, in both presentations the role of value/utility functions was, in practice,
omitted due to the use of linear functions. Furthermore, the effects of the attribute ranges and links to
characterisation factors were missing.

Lundie (1999) conducted a weighting application of TV-housings concepts by a simple additive
weighting (SAW) method (Hwang and Yoon 1981). This simple MAVT method uses directly an equation
that corresponds to Eq. 13. In the study, category indicator results of the product system were
normalised in proportion to global contribution per year per impact category. However, Lundie did not
indicate whether the global scale was taken into account in the determination of impact category
weights according to the MAVT requirements (see also Lundie and Huppes 1999).

Miettinen and Hamaélainen (1997) pointed out that weighting should be carried out on a case-by-case,
i.e. problem specific, basis in which the attribute ranges of alternatives should be taken into account.
However, this does not mean that weighting should always be made case-by-case. As can be seen in

27



this thesis, generic weighting factors for a chosen large reference system offer a solution in which it is
not necessary to evaluate impact category weights in every LCA case.

6.2 Methods for weight elicitation

In the context of MAVT, it is assumed that the weights are directly derived from an individual or a group
of people by elicitation. Elicitation is a process of gathering judgements concerning the problem through
specially designed methods of verbal or written communication (Meyer and Booker 1990). In the context
of these so-called panel methods, a well-known problem is that the panelists are sensitive to biases in
the judgements. Bias is a systematic error, i.e. a deviation from the “true value” in one direction
(Armstrong 1985).

In the case studies of the Finnish forest industry and the Finnish metals industry, impact category
weights were obtained from the experts working with environmental issues by using decision analysis
elicitation techniques. The results showed that weights derived from individual respondents differ widely
partly due to different opinions, and partly due to biases originating from the behaviour of the experts
and the procedures and techniques used in the elicitation. It was not possible to quantify the biases. In
article | the main aspects of weighting raised during the case study of the Finnish forest sector were
discussed. The aspects were:

1) Appropriate panel composition
) Question format

3) Available information

4) Applied criteria

5) Weight elicitation situations
) Weight techniques
) Combining individual answers

In principle, decision analysis cannot give an answer to the question of which type of panelists should
be chosen (environmental experts, experts from other sciences, shareholders, or a representative mix).
The issue of to whom the questionnaires should be directed depends on the application and the nature
of impacts.

The question format is an important element in the weight elicitation process from the point of view of
MAVT. The questions should be formulated so that the issues queried are clear to the respondents. In

articles | and Il it is pointed out that the question format should be consistent with the chosen [xj.’,x;.]

range and reference system R. However, the differences of results derived from different elicitation
techniques (e.g. ratio estimation, SWING) of value trees may partly originate from the way the elicitation
questions introduce the meaning of an attribute weight to decision makers (Pdyhdnen and Hamalainen
2001). For this reason, the role of question format related to the elicitation techniques should be studied
in the context of LCIA problems.

In practice the panelists have different information concerning effects within each impact category. For
this reason, in the case studies of the Finnish forest industry and metals industry the background
information about impact categories was gathered, discussed and delivered to respondents before they
gave their answers in the elicitation. However, Hofstetter (1996) warned that it may be dangerous to
brief panelists even with such apparently neutral information because of the potential bias inherent in
the condensing of the information. However, in the light of experience obtained from the case studies it
appears very important to provide panelists with appropriate information about environmental themes.

Research has shown that people have difficulty in correctly translating their judgements into quantities if
the judgement concerns a complex task (e.g. Meyer and Booker 1990). The rule of decision analysis -
breaking a problem into its component parts - has been shown to yield more accurate answers in the
context of expert judgements. Therefore the multicriteria analysis approach may be useful for
determination of impact category weights. Information related to impact categories (e.g. scarcity,
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reversibility, substitutability, geographical extension and uncertainty of effects) should be arranged
according to the weighting criteria (see e.g. Volkwein et al.1996). Further work is needed to develop a
formal and structured manner for combining criteria and related information.

An elicitation situation is the setting in which the expert’s judgement is elicited (Meyer and Booker
1990). There are many different elicitation situations (an individual interview with or without a face-to-
face situation and feedback loops; advanced interactive group methods in which the experts are in a
face-to-face situation both with one another and with a session moderator when they give their data; or
the Delphi method in which the experts, in isolation from one another, give their judgements to a
moderator (Dalkey 1969)). Although there is some experience with different elicitation situations in the
field of LCA, further research is needed to provide an answer to the question of which elicitation
situation is the most favourable in LCA.

Decision analysis can offer weighting techniques for the elicitation. The techniques, knowledge and
experience in multiattribute utility/value measurement presented in the determination of attribute weights
(Section 4.3) also concern the determination of impact category weights. In addition, techniques such as
pairwise comparison of AHP with the qualitative response mode (Saaty 1980) can be carried out so that
the results are in accordance with MAVT (Salo and Hamalainen 1997). Note that Pdyhonen and
Hamalainen (2001) studied the convergence of five multiattribute weighting methods (ratio estimation,
DIRECT weighting, SWING, Tradeoff weighting, AHP) and they concluded that there is no superior
multiattribute weighting technique.

One further possibility is that weights can be calculated on the basis of so-called ranking methods such
as a rank order centroid (ROC) (Edwards and Barron 1994). These methods can be used if the
panelists are able only to rank the criteria (impact categories) in order of importance. From the point of
view of MAVT, it is important to ensure that these approximate methods attempt to take into account the
range of attributes/impact categories.

The elicitation technique for impact category weights developed and used in the case study of the
Finnish forest industry corresponded to the PAIRS technique introduced by Salo and Hamaéléinen
(1992). Both techniques generate the interval-valued ratio judgements into hierarchical weighting
models. In comparison to the usual point estimates, such judgements are better suited for modelling the
decision maker’s subjective uncertainty. However, the ratio estimation with range input and Monte Carlo
simulation give probability distribution of weights rather than intervals for weights in the case of PAIRS.
It is clear that in the uncertainty analysis the methods produce outcomes with different shapes of prob-
ability distributions.

One possible way of eliciting weights is to use the ratio estimation with different probability distribution
inputs and Monte Carlo simulation. In this case a respondent is also asked to provide the probability
distribution for his or her judgements.

To ensure that the weights given will correctly reflect the opinions of the respondents, an interactive
decision analysis approach is recommended. The computer-supported weighting allows the respondent
to analyse the results, which can help to avoid errors (e.g. Marttunen and Hdmalainen 1995).

Although the roots of monetarization methods (see Section 1.2) are in environmental economic science,
these methods can be applied for the determination of impact category weights from the point of view of
MAVT. In order to apply such weights in Egs. 13, 14 or 19 the one important requirement is that a
monetary measure including direct and indirect effects related to impact category i must cover the

effects caused by the [x?,x;] ranges of reference system R.

Distance-to-target weighting methods are widely used in life cycle impact assessment. These methods
rank impacts as being more important the further away society’s activities are from achieving the
desired targets for the pollutants. Finnveden and Lindfors (1997) first pointed out that these methods are
suitable if the targets of impact categories have the same significance. In article Il this was
demonstrated more precisely. Applying distance-to-target weighting is consistent with the impact
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assessment framework derived from MAVT if non-zero targets with equal importance are used and
linear damage functions passing through the origin hold in the basic aggregation equation (Eq. 13).

The fact is that different methods for weight elicitation produce different results (e.g. Weber and
Borcherding 1993, Poyhonen and Hamalainen 2001). This raises questions about what methods are
effective for improving the consistency and validity of weighting judgements in LCA situations. There is
no simple answer, because different methods consist of different elements. The key issue is that these
methods are consistently applied according to their principles. Pdyhénen and Hamaldinen (2000)
emphasised that good interaction between an analyst and a decision maker is needed in order to
eliminate biases in attribute weighting. In addition, the analyst must be skilful and aware of the biases
related to different techniques. Furthermore, a good practice is that the elicitation is carried out by using
two or more different methods at the same time.

Experimental work carried out in the field of decision analysis has shown that different elicitation
techniques with behavioural and procedural biases are not the only factors causing different weights.
The structure of a value tree can also affect the results (Weber et al. 1988, Borcherding and von
Winterfeldt 1988, Péyhonen and Hamalainen 1998, Pdyhdnen et al. 2001). The so-called splitting bias
refers to the phenomenon that a decision maker increases (or decreases) the weight of an attribute
when it is divided into sub-attributes and weighted non-hierarchically. In the context of LCIA, non-
hierarchical weighting means that interventions are directly weighted against each other without
characterisation as, for example, by Ong et al. (2001). However, hierarchical weighting, in which
characterisation factors and impact category weights are determined and multiplied through the value
tree, is a more appropriate procedure in the context of LCA due to the complex intervention-effect
relationships in the environment.

Aggregation of questionnaire answers is required if multiple respondents are used and a single
representation of their answers is needed. This introduces the problem of how to aggregate respondent
estimates. Methods of combining responses can be classified into either behavioural or mathematical
aggregation procedures. Behavioural methods rely on the experts reaching a consensus, e.g. the Delphi
method uses successive iterations to reach one estimate, whereas mathematical aggregation is the use
of mathematical means to combine multiple questionnaire data into a single estimate or a single
distribution of estimates (Meyer and Booker 1990).

Several studies have indicated that assuming equal expertise for all respondents and the calculation of
weighted mean from respondents’ answers is a feasible idea in this weight determination problem
(Seaver 1978, Genest and Zidek 1986). However, this easily leads to the well-known problem that
mathematically combined estimates from individual interviews outperform individual estimates (Seaver
1976). This also applies in the field of LCA. Averaging of individual weights generates a meaningless
number (Hofstetter 1996). As can be seen in the results of the case study presented in the Finnish
forest industry (article 1), the ecological impact category weights vary on a large scale, but the difference
between the average weights is only a factor of five. For example, Kortman et al. (1994) recognized this
distortion and proposed not to average over the whole group but over a number of separate groups that
exhibit a high covariance in their answers. The starting points of different DAIA applications have been
that the results are calculated by using different weight groups.

6.3 Aggregation

In Section 2 it was pointed out that the use of additive models for the calculation of total impact value
(Egs. 13 or 18) requires that the assumption concerning difference independence between impact
category results must hold. This is not a clear issue for all impact categories. For example, acidification
and terrestrial eutrophication may have dependences in some geographical areas due to nitrogen load.
Dependences may be more obvious in local scale impact categories. For example, it is a well-known
mechanism that metals deposited to soil can easily be leached under acidifying conditions.

If difference independence does not hold, multiplicative or multilinear models may be applied. These
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models have their own independence tests for impact category indicator results (see von Winterfeldt
and Edwards 1986). The issue is poorly elaborated in the field of LCIA. In practice, the work has not yet
started.

In article Il it was shown that the aggregation rule of the Eco-scarcity method (Ahbe et al. 1990, BUWAL
1998) does not correspond to the rules of MAVT.

From the perspective of MAVT, the key issue is that aggregation is carried out consistently according to
the assumptions and variables. This is illustrated in the next section.

6.4 Weighting applications

Suppose that country-specific characterisation factors based on 30% of emission reductions differ from
those derived from 100% of emission reductions due to the non-linearity in regional impact categories.
In the characterisation of interventions caused by product system a, characterisation factors (C,fyjm)
based on the 30% reductions of each country co are used, whereas in the calculations of reference
scores characterisation factors (C, ) derived from the 100% reductions of each country co are used.
Suppose that the reference area is Europe and difference independence holds between interventions
and impact category indicator results. Now the total environmental impact value is calculated by

n n ZZ C;,j,co : Xj,co (a)
Z Europe . Z Europe _ co=1 j=1 (23)

Z Europe p Zr: ic;:j,co X;(co)

where w™ indicates that impact category weights describe the severity of effects within impact
category i caused by interventions released from Europe. If linearity holds, Eq. 23 can be written as

(O 3 i — .
i=1 co=1 ZC;‘-J\CO . Xj (CO)

where w is a country-specific impact category weight indicating the severity of effects within impact

category i caused by interventions released from country co. Because the linearity holds it can be
calculated by

m
Z erco' /co

W _ WEurope L= , i=1,...,n (25)

ZCI]CO ’

co=1 j=1

.

Article Ill illustrates how global, regional and local environmental impacts caused by the production
stages of metals can be assessed with the help of decision analysis, beginning from the determination
of impact categories and ending with weighting. In the case study of the Finnish metals industry, a
detailed LCIA model was constructed for the production stage of each metal product in the following
way. (An area of the activities of a mill is here called a production stage). First total impact values of
production stages were calculated by Eq. 13, in which Finland-specific characterisation factors and
impact category weights, w/, were used. From these calculations, production stage-specific category

indicator results of interventions within each impact category (climate change=1, acidification=2,
tropospheric ozone formation=3 and aquatic eutrophication=4) were obtained. Under each impact
category these indicator results were normalised to 1, i.e. the reference system was the production
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stage. Assuming that linearity holds, production stage-specific weights for the impact categories were
calculated as:

we =t P 93 (26)
1 (F)

where wrs; is a site-specific impact category weight for the production stage of metal M within impact
category /, wFj is an original weight of impact category i in the national scale impact assessment model,
li(ps) is an indicator result of impact category i caused by the production stage of metal M and /;(F) is a
reference value of impact category i related to Finland.

Impact categories which do not have scientifically based characterisation factors, or for which there are
no measured data, were also assessed by expert judgements. In the LCIA applications of the Finnish
metals industry these impact categories with interventions were: ecotoxicity (metals to the air and water,
oil, cyanides), health effects (POPs (e.g. PCB, PAH, dioxins), As, Pb, Cd, Ni, SO2, NOy), direct effects
on flora (SO2, NOy, fluoride, dust), oxygen depletion (biological/chemical oxygen demand, ammonium),
solids to water, thermal load, impacts on amenities (dust), wastes (different groups), noise, smell, soil
and ground water pollution (different interventions). Under each impact category, indicator results of
interventions were assessed on the basis of effects caused by the production stage and the results were
normalized to 1. After characterisation, impact category weights were assessed on the basis of effects
caused by the production stage. The starting point was that the weights of global and regional impact
categories did not need to be weighted against each other. The initial weights of these categories were
directly obtained from Eq. 26 and the proportions of these weights remained the same during the
weighting task. The panelists’ task was to adjust their opinions about the weights of local impact
categories to the framework in which the weights of global and regional impact categories were already
set (Fig. 4). Finally, the total impact value scores of each intervention were calculated by multiplying
through the tree.

7 Interpretation

According to ISO standard 14043 (ISO 2000b), life cycle interpretation is the fourth phase of the life
cycle assessment process. It is “a systematic technique to identify, check, and evaluate information from
the results of the life cycle inventory (LCI) and/or the life cycle impact assessment (LCIA).” The task of
interpretation is to identify significant issues and to evaluate the completeness, sensitivity and
consistency of the data. Thus, LCIA does not include the interpretation, whereas sensitivity analysis is
always the last phase of the decision analysis process (e.g. Bunn 1984, von Winterfeldt and Edwards
1986, French 1988). In sensitivity analyses, the decision problem is examined by the
decision/preference model. The output of a decision model depends critically on data input, and these
data should therefore be examined critically. For this reason, interpretation of the results of decision
analysis impact assessment is here considered as a part of decision analysis impact assessment.

In practice, the decision analysis impact assessment model is a weighting method in the terminology of
LCA. The model based on MAVT is capable of producing a complete ranking of alternatives and it can
be written as:

v(ly,..l,)=flv,(,),..v, ()W, W, .. W] (27)

where v is an overall value function, /; is an indicator result of impact category i (i =1,...,n), fis an overall
function (additive, multiplicative or multilinear), w; ( i=1,...,n) is an impact category weight, w; (
i=n+1,...,S) is a possible interaction parameter for multiplicative or multilinear function and single-
attribute value functions v; are

vi(l) = v (XX ,) = v (X)), v

i

(X, )oK, oo K k] Ji=1,..0 (28)

im
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Fig. 4. Impact category weights during the different stages of the weighting task in the case of Finnish
metals industry. At first, Finland-specific impact category weights were changed to production stage-
specific weights (Fig. 4a->Fig. 4b). Then the task was to draw up or down bars of the other impact
category weights, keeping weights of climate change, acidification, tropospheric ozone formation and
eutrophication fixed (Fig. 4b and Fig. 4c). The higher the value, the more harmful was the emission
caused by the production stage. At the end of the task, attribute weights were normalized to 1 (Fig. 4c).
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where f;is an overall function (additive, multiplicative or multilinear) for impact category i, vi; is a single-
attribute value function for attribute j within impact category i, ki; ( j=1,...,m) is a weight (=scaling
constant) of attribute X; within impact category i and k;; (=m+1,...,F) is a possible interaction parameter
within impact category iin the cases of multiplicative and multilinear functions.

There are three types of uncertainty that contribute to estimating the credibility of the results of Equation
28. These are trade-off error, input data error and model error. Input data errors include errors related to
intervention values, x;, derived from the inventory analysis or other data sources and characterisation
factors if these can be determined without subjective valuation. In the case of subjective
characterisation (Section 4.3), both value functions v;; and attribute weights k;; are subject to trade-off
errors. Trade-off errors include errors associated with the determination of weights. Model errors include
choices and assumptions such as inappropriate selection or aggregation of variables, incorrect
functional forms for value functions and incorrect boundaries.

Model errors are not subject to analysis using any straightforward statistical or mathematical techniques.
In practice, in LCIA the only possibility to study the contribution of the model errors to the results is to
use alternative models in which such factors as f, f, vij and characterisation models (additive,
multiplicative or multilinear) vary between different models. It should be noted that careful problem-
structuring with a value tree can avoid many model error aspects, such as completeness and
redundancy (see Section 3 and article IV). In addition, following MAVT’s rules can ensure that data and
methodology choices are consistent with theoretical considerations.

Uncertainties related to data input and trade-off errors can be dealt with using the preference
model/impact assessment model.. As shown in article I, changing the intervention values x; has only
minor effects on aggregating conclusions, whereas important sensitivities to weights arise at higher
levels of the tree. Thus, weights, in particular impact category weights w;, are the most important factors
for sensitivity analysis and must therefore be revised most carefully. This is a well-known feature of
hierarchical models. It is often useful to find turnover points where the ranking of alternatives is changed
(e.g. Rios Insua 1990, Rios Insua and French 1991).

For the reason mentioned above, in multiattribute models “basic” sensitivity analysis is performed by
varying a single weight and by observing the effect on the results of the model. A popular manner in the
context of ‘one-dimensional’ sensitivity analysis is that a value of a single weight is varied while the
ratios between the other weights are held constant. This was also conducted in the case of the Finnish
forest industry (article I, Fig. 5). However, this approach can be misleading as it ignores the potential
interaction that can result from simultaneous manipulations of multiple weights (Butler et al. 1997). Note
that Geldermann (1999) and Geldermann et al. (2000) used the approach for LCIA conducted with the
help of the outranking method PROMETHEE (see Section 8.1).

In order to obtain a more complete view of the results of the assessment problem, some easy-to-use
sensitivity analysis techniques are available but their use is restricted to the cases in which there are
two or three attributes (see e.g. Butler et al. 1997). In practice, most realistic impact assessment
problems in LCIA utilise more than three interventions within impact categories or impact indicator
results. Therefore it is desirable to apply high dimensional sensitivity analysis as used in multi-criteria
decision analysis.

Uncertainty can be expressed with the help of intervals or probability distributions. This allows
performance of a sensitivity analysis in which all input variables and parameters vary over their range of
uncertainty. This uncertainty analysis is commonly conducted by Monte Carlo simulation. In article |,
Monte Carlo simulation was conducted in the case of an additive model in which attribute values,
attribute weights and impact category weights all had their own uncertainty intervals (Fig. 6). For
example, impact weights were calculated from the answers in which respondents expressed their
uncertainty with regard to trade-offs with the help of the “interval ratio estimation” developed in the LCA
study of the Finnish forest industry (article 1). The method requires the decision maker first to rank the
relevant attributes (or impact categories) according to their importance. The least important attribute is
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Fig. 5. Sensitivities of the value scores of the life cycle stages to changes in the chosen impact category
weight in the case of the Finnish forest industry (article ). The value in parentheses represents a
questionnaire average weight. Increasing the original weight to the right (e.g. Weimate change=0.3 instead of
0.14) and keeping the proportions of other impact category weights fixed leads to the result in which the
production stage is clearly the most significant life cycle stage causing harmful effects on the
environment. The life cycle stage of which the line is highest at a given value of the weight has the most
harmful effects.

assigned a weight of 10 and all others are judged as multiples of 10. Instead of point estimates the
decision maker can also use interval estimates. In the simulation these intervals were interpreted as
uniform distributions. However, these uniform distributions could not produce meaningful output
distributions, and in practice, the results with intervals could only be used to find dominating or
dominated alternatives.

In the MAVT application conducted by Lundie (1999), the intervals for impact category weights were
also determined from the results of a questionnaire sent to ten decision makers. Weights were elicited
by direct weighting and the intervals were interpreted as uniform distributions. On the basis of these
distributions, frequencies of rank order for the alternatives under study were calculated. Lundie and
Huppes (1999) also produced a frequency of rank order assuming that the intervals of impact category
weights can vary stochastically between 5 and 50 % per impact category.

Because uncertainties of variables/parameters in multiattribute models cannot easily be estimated,
easy-to-use methods for examining the effects of the uncertainties under incomplete information are
developed in the field of multiattribute problems. These methods can be a better alternative to ensure
the decision makers’ commitment to the results of impact assessment. Such approaches used in the
field of multiattribute problems are, for example, sensitivity analyses by intervals (such as in article |
mentioned above, see also Salo and Hamaldinen 2001, Lidstedt et al. 2001), rank order weights and
random weights (Butler et al. 1997). The latter method implies no knowledge whatsoever of the relative
importance of the weights. Randomly generated weights can be used for finding dominating or
dominated alternatives. Rank order weights can be applied for applications in which rank order
information related to weights is available.

An alternative approach for modelling uncertainty or imprecision arises from the fuzzy set theory. The
concept of fuzzy sets is a way to deal systematically with un-sharp figures, which better captures the
subjectivity of human behaviour (Chen and Hwang 1992). In LCIA the fuzzy applications have been
conducted by using the outranking PROMETHEE method (Le Tend 1999, Geldermann 1999,
Geldermann et al. 2000). The application of fuzzy set theory is not restricted to the outranking methods.
In principle, it can be applied to a large variety of MADA methods, also to MAVT (Chen and Hwang
1992).
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Fig. 6. Uncertainty in the value scores for the production stage due to uncertainty in all model input
variables (a) and due to uncertainty in model input variables other than the impact category weights (b)
in the case of the Finnish forest industry (article I). The questionnaire average weights were used in the
Monte Carlo simulation of Figure 6b.

8 Discussion

8.1 Decision analytic foundations

In this study, MAVT was chosen as a theoretical foundation of life cycle impact assessment. However,
there exists some criticism of MAUT/MAVT within the multi-criteria decision analysis (MCDA)
community. Firstly, opponents point out that the method requires fulfilling assumptions (axioms) which
are too restrictive for decision makers. A starting point for the method is that the decision maker
analyses all the alternatives and tries to maximise his welfare. However, experimental studies in
psychology and behaviour have revealed that people do not in practice behave in this way in the context
of decision making (e.g. Simon 1957, Zeleny 1992). For this reason, for example, Forman and Grass
(2001) asked: Must we use a particular axiomatic (normative) model that tells us “what ought to be"?
Especially, the MAUT/MAVT axiom of transitivity (see Section 2) is considered as a problem. For
example, Fishburn (1991) stated: “Transitivity is obviously a great practical convenience and a nice
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thing to have for mathematical purposes, but long ago this author ceased to understand why it should
be a cornerstone of normative decision theory”.

Secondly, the MAUT/MAVT axioms lead to the situation in which enormous input data is required and
the decision maker is asked to give information which cannot be quantified. For example, the
construction of value functions and quantifying the trade-offs between attributes require too much hard
work. In real life, the decision maker is often faced with an elicitation situation under conditions of
incomplete information.

The aspects mentioned above and a need for practical methods have led to development in the field of
MCDA. The results can be seen as a wide variety of methods with different assumptions and calculation
rules. Many of these methods have roots in MAUT/MAVT. SMART (Edwards 1977) is an example of a
practical method of MAVT. Using linear value functions leads to a practical solution. It is possible to use
attribute values directly, without transformation by value functions. On the other hand, Edwards and
Barron (1994) introduced an approximate method for MAVT, SMARTER, in which difficult judgements
related to weight elicitation are substituted by calculations based on ranks (only order information is
needed). Furthermore, the problems concerning the determination of weights can partly be avoided by
conducting sensitivity analysis with different degrees of information (see Section 7). Several methods
have been developed to solve decision problems under incomplete information. For example, Salo and
Hamalainen (2001) presented a survey of major imprecise methods in the MAVT context.

Note that Lundie (1999) analysed the decision analysis methods based on cardinal information on
attributes taking the requirements of LCAs into account. He selected the simple additive weighting
(SAW) method (Hwang and Yoon 1981) as a most appropriate method for weighting in the context of
LCIA. The SAW method can be considered as a simple MAVT (see Section 6.1). The arguments for the
choice were that SAW is easy to apply, transparent and broadly accepted in decision-making theory.
Despite Lundie's opinion and the choice of the author of this thesis it is still necessary to say something
about the possibilities of other widely used MADA methods in the context of LCIA.

As was mentioned earlier, the theoretical foundations of MAVT can be found in MAUT (Keeney and
Raiffa 1976, Dyer and Sarin 1978). MAUT can be used in special LCA applications in which the
consequences of alternatives are not certain and uncertainties can be assessed as probabilities. For
example, MAUT may be useful for LCIA applications in which scenarios are used.

In article IV there is a short description of different popular MADA methods and their use in life cycle
impact assessment. The simplest methods are so-called elementary methods (e.g. maximin, maximix,
conjunctive, disjunctive, lexicographic (Hwang and Yoon 1981, Yoon and Hwang 1995)), which do not
require explicit evaluation of quantitative trade-offs between criteria or attributes in order to select or
rank alternatives, i.e. no inter-criteria weighting is required and in some cases not even a relative
ranking of criteria is required. The use of elementary methods appears to be rather limited in LCIA
because of their simplicity.

AHP (Saaty 1980) is one of the most popular MADA methods. Although AHP has a different basis
compared to MAVT, Salo and Hamalainen (1997) demonstrated that the elicitation procedures in AHP
could be carried out such that the results are in accordance with MAVT. Thus, pairwise comparisons for
weight elicitation can be used in the model in which value functions are constructed or linear value
functions are used. In the context of the elicitation it is possible to check the consistency of judgements
supplied by the decision maker.

In principle, AHP can also be directly applied for LCIA purposes. On the other hand, the original 1-9
ratio scale in the attribute level is a too restrictive characteristic for LCIA. However, Poyhonen and
Hamalainen (2001) pointed out that in the elicitation procedure of AHP it is, in principle, permissible to
use any numbers. The disadvantage of AHP is the problem of rank reversal, i.e. the ranking of
alternatives can be changed by the addition (or deletion) of irrelevant alternatives.
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The LCIA applications conducted with the help of the outranking methods (PROMETHEE applied by
Geldermann 1998, Le Téno 1999 and Geldermann et al. 2000, and ELECTRE applied by Basson et al.
2000) indicate that these popular MADA methods (especially in French-speaking countries) can offer an
alternative approach for LCIA purposes compared with MAVT. PROMETHEE, like SMART, is 'easier' for
the decision makers than ELECTRE. On the hand, the family of ELECTRE methods offers more
properties to aid the decision process (Salminen et al. 1998).

A starting point for the outranking approach is that it does not aim to develop a theory of decision
making, but attempts to provide decision aid for the structuring of decision makers' preferences (Stewart
and Losa 2003). The legitimacy of outranking models is not obtained from axiomatic bases. The
legitimacy is therefore to be seen as the model's prescriptive validity and as its acceptance by the
decision maker. The approach includes different types of relations and criteria in order to structure a
context-dependent representation of the problem (Vincke 1992). The outranking approach attempts to
take into account the explicit recognition of the fact that individual preferences are neither stable nor
completely defined (e.g. Roy 1990). One of the fundamental features of outranking methods is the
definition of a partially compensatory decision rule. According to the outranking relation (through the
concordance, discordance and veto threshold in ELECTRE) it is possible to apply non-compensatory
features in outranking methods. The non-compensatory rule does not allow good performance relative
to one attribute to compensate for low performance relative to another attribute. Preference relation
concerning incomparability is also one important feature emphasized by the outranking school (Stewart
and Losa 2003). The incomparability relation is applied in the situation where the decision maker will be
unable to state which of the two alternatives is best because there are not enough arguments to make
the choice.

It is often assumed, falsely as Stewart and Losa (2003) argued, that MAVT practice is normative or
descriptive. According Stewart and Losa (2003) the axiomatic foundation of MAVT must be seen as part
of a decision aid process, providing among other things explicit guidance to analysts and decision
makers about what information is needed to construct the model. The axioms are easily discussed due
to their simplicity. If the axioms are violated by participants in the process, such deviations from
"rationality” can be debated in a fully informed manner. In such contexts it is possible to apply other
methods in order to aid decision making. Thus, constructivism is as much a fundamental principle of
modern MAVT practice as it is of the outranking approach (Stewart and Losa 2003).

In principle, the MAVT model is based on the notation of full compensation due to the aggregation
principle in which the trade-offs between criteria (weights) derived from value functions play a key role.
This means that a sufficiently good performance on attribute A (e.g. dirty water) will eventually
compensate for a poor performance on attribute B (e.g. clean air). In article IV, this issue was discussed
in the context of LCIA. The conclusion was that non-compensatory features can be most useful in
environmental impact situations in which the thresholds of performance can be identified. In practice,
this aspect in particular arises in the contexts of local impacts. However, it is not clear how LCIA results,
which are tied to the functional unit and so are often cited as being scale-independent, could be
assessed with respect to thresholds. On the other hand, in the case of regional impacts (e.g.
acidification, terrestrial eutrophication) exceedences of critical loads have been taken into account in the
determination of site-dependent characterisation factors (see e.g. Potting et al. 1998, Huijbergts et al.
2000). As it is shown in this thesis these site-specific characterisation factors are determined according
to the MAVT principle. The same concerns the calculation of the category indicator results. It is
important to note that the classical characterisation equation, an additive aggregation rule with linear
damage functions, is based on the notation of full compensation.

In principle, the MAVT approach can to some extent be modified to consider, where appropriate, limits
to full compensation. Stewart and Losa (2003) suggested that non-compensatory features should be
dealt with at the stage of problem structuring, by explicit consideration. In addition, the features can be
taken into account in the definition of single-attribute value functions (non-linear value functions with
thresholds).
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In contrast to the outranking methods, the construction of an MAVT model is based on the
completeness axiom (strict and indifference preference, transitivity), which implies that all consequences
are in principle comparable. Despite this, the difficulties of the completeness axiom are a well-known
feature among MAVT practitioners. According to Stewart and Losa (2003) non-completeness of
preference structures is seen to be an implicit result of MAVT application, usually identified during the
sensitivity analysis phase (see Section 7).

The experiences on outranking methods in LCIA have hitherto been restricted to the weighting phase, in
which impact category indicator results are considered as attributes. It is not clear whether they can be
used in characterisation. Furthermore, it seems that selection of impact categories and classification
cannot be included in the framework of outranking methods. In addition, it should be noted that applying
these methods leads to different aggregation rules compared with Eq. 13, and that weighting factors
should derived according to the principles of these methods (Mousseau 1995, Brans and Mareschal
1990, Figueira and Roy 2002).

8.2 Weighting as part of LCIA

Decision analysis can offer the full framework for weighting methods used in LCIA. However, weighting
is one of the optional elements in ISO standard 14042 (ISO 2000a). This is due to the fact that
weighting is considered as a subjective, value-based process whereas LCIA from selection of impact
categories to characterisation is a more objective evaluation process. However, the mandatory phases
of LCIA can also include subjectivity, for example in the context of selection of impact categories, as
discussed in many forums (e.g. Barnthouse et al. 1997, Owens 1998, Udo de Haes 1999). On the other
hand, opponents point out that in the mandatory phases subjectivity is related to choices and
assumptions, which can in principle be tested and validated. The situation is different in impact category
weights, which are based on the mixing of scientific, ideological, political and ethical points of view.

The most rigorous opponents want to avoid weighting in LCA. Schmidt and Sullivan (2002) gave three
reasons for this aim. Firstly, the aggregation of non-commensurable issues is not acceptable. Secondly,
causal relationships between category indicators (e.g. disability adjusted life years in the case of human
health) and aspects of human health and ecological effects cannot be determined in a reliable way on
the basis of current scientific knowledge. For this reason, such things cannot be weighted against each
other. Thirdly, the results of elicitation of weights vary too much to obtain the appropriate weighting
factors. Weighting surveys showed that even on an expert level, no consensus has been reached on
quantitative weighting factors for life cycle impact assessment categories.

The first criticism is intuitively understandable but in many decision making situations it is desirable to
achieve or respond to several objectives at once. For example, in evaluating alternatives for proposed
streets, the aim is simultaneously to minimise the cost of construction and maintenance, maximise
positive social impacts of transportation and land use, minimise environmental impacts, etc. Although
these metrics cannot express commensurable units, the solution has to be argued somehow. For this
purpose, members of the decision analysis community have developed a number of different methods
to help decision makers identify and select preferred alternatives. Weighting is a way to find the basis,
from the point of view of environmental impacts, to why one or a group of alternatives is more preferable
than others (see also Section 8.3).

The second criticism is more against endpoint-related modelling (see Section 1.2). Midpoint modeling
includes less uncertainty than endpoint modelling. In midpoint-related weighting it is not important that
indicator results are proxy attributes for respondents (valuators). The key issue is that effects within
each impact category are determined and that the respondents are familiar with these effects. From the
decision analysis point of view, it is important that all impacts related to interventions caused by the
alternatives are taken into account. In midpoint-related elicitation processes respondents (valuators)
have to keep in mind the determined effects when impact categories are weighted against each other.
Furthermore, it is required that all interventions are taken into account and impact categories or sub-
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categories are determined according to known cause-effect chains. If some interventions also have
different consequences than others under an impact category, there is a need to create a new impact
category for those interventions with additional effects. In this way, the requirement of completeness can
be fulfilled in midpoint-oriented weighting.

One weakness of endpoint-related modelling is that the approach leads to the situation in which there
are too few damages for weighting from the point of view of cause-effect chains. For example, in Eco-
Indicator 99 (Goedkoop and Spriensma 1999) there are only three impact categories (i.e. human health,
ecosystem quality and resources), expressed as disability adjusted life years (DALY), potentially
affected fraction (PAF) of species and MJ surplus energy, respectively. Do these consequences cover
all effects related to interventions caused by alternatives? In addition, the uncertainty in endpoint
modelling also includes factors associated with choices and weighting. How is it otherwise possible to
combine biodiversity effects on water ecosystems and terrestrial ecosystems to a single number? One
solution is that endpoint modelling is used in those cause-effect chains where it can be performed
according to scientific bases. If this is not possible, the modelling is conducted leaving the indicators on
the midpoint level. This principle leads to a mixed model in which there are both endpoint and midpoint
indicators.

The third criticism is that weighting produces meaningless numbers because different weighting factors
lead to different prioritisation and there is no basis to say that some weights are more reliable than
others. The diversity of opinions among respondents (valuators) is a fact, although every respondent
has the same data concerning impact categories. However, this does not mean that the results cannot
be utilised in the decision making process. Different results calculated by different groups can be used
as alternative results. It is the decision maker’s task to choose the best weights for his purpose. In
addition, sensitivity analysis is always needed before the interpretation of results (Section 7).

On the other hand, variation of values of weights can be due to technical weakness in the elicitation
process or to inconsistencies between weights and other elements in weighting methods. An example of
the latter issue is when weighting factors representing European situations are used for the model with
Finland-specific characterisation factors. Decision analysis offers theoretical aspects to check that
weights are consistent with other elements in weighting methods, and helps to avoid technical biases in
the weight elicitation process.

8.3 Uses of decision analysis impact assessment

Decision analysis impact assessment embodies a philosophy, and an approach to formally and
systematically examine an impact assessment problem in LCA. The purpose of “full” DAIA is not to
replace judgement concerning total environmental impact caused by different alternatives, but to help
organise it and to provide a model of the problem which can develop greater understanding of the
assessment.

Decision analysis impact assessment does not need to be complete. Partial assessments, which give
cursory qualitative attention to some steps in LCIA, are appropriate for many LCA applications. These
partial analyses should focus on the aspects of the overall problem where insight might be most fruitful
to the decision makers.

Because of the focus on assessment complexities, there are many useful by-products of DAIA, which
can be derived from experiences of decision analysis applications (e.g. Keeney 1982, von Winterfeldt
and Edwards 1986). The framework of decision analysis promotes honesty by providing the opportunity
for various independent checks, and facilitates communication on crucial problem features (Keeney
1982). Even the structuring of a problem can develop an understanding of the environmental issues
among participants.

Many decision analysis applications can be very important in conflict identification and resolution (see
e.g. Marttunen and Hamélainen 1995). This can also be the purpose of LCIA. Different subjective
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judgements in DAIA can identify conflicts among various individuals concerned with the impacts. The
results and the corresponding input data of DAIA can easily be documented and this offers a basis for
transparency. Once conflicts are identified, attention can be focused on their causes. During this
analysis it may be revealed that there are misunderstandings or lack of information, which can provide
opportunities to resolve the assessment. On the other hand, the result of the analysis can also be that
there are justifiable differences in values. This may itself be an important preliminary result in order to
find the final solution.

DAIA can offer complete rankings if the scalar inputs and judgements are available. However, as
mentioned above, uncertainty in input data and difficulties in finding bases to judgements are typical
characteristics of impact assessments. For this reason, the aim of DAIA can also be to find dominating
or dominated alternatives, or a feasible alternative group. In principle, DAIA based on MAVT can sort
alternatives into predefined homogeneous classes with the help of sensitivity analysis techniques (see
Section 7). However, a literature review by Zopoundis and Doumpos (2002) revealed that for
classification and sorting there are many alternative MADA methods such as outranking methods, which
are more attractive due to their user friendliness. There is a need to study the capability of these
methods in the grouping phase of LCIA. Note that the methodology of grouping is not elaborated in the
LCA literature (see Finnveden et al. 2002).

LCIA can only provide a particular type of information for decision making; a life cycle perspective of
environmental impacts associated with each alternative. LCA does not take into account technical
performance, cost, or political and social acceptance, which are often inevitable issues to be taken into
account in environmental decision making. These multiple objectives including environmental impacts
can be arranged hierarchically according to a value tree. Thereafter, it is possible to determine the
preference model based on MAVT, which allows the orderly and simultaneous evaluation of multiple
objectives. Thus, MAVT can be used for constructing the final priority model in which environmental
value scores derived from DAIA can be used as input data.

As mentioned in the introduction, LCA forms only one part of the decision-making support toolbox and is
increasingly being integrated with other tools and approaches for environmentally sustainable
production and consumption. For example, life cycle management (LCM) offers a broad context to use
the results of LCA (see e.g. Solgaard 2002). In the field of environmentally sustainable production and
consumption, the role of LCIA is to provide information on environmental impacts in a wide context,
whereas other tools produce information on other objectives. Because these many objectives affect the
desirability of an alternative, the decision situation needs clear values concerning achievement of the
objectives. Thus, it is expected that the use of weighting methods of LCIA will increase due to the
integration.

9 Summary and conclusions

Decision analysis is a set of methods of systems analysis and operations research, which are applied in
supporting extensive decisions. In the LCA literature, decision analysis methods are known as tools for
the weighting phase of LCIA, especially in the context of panel methods in which opinions about impact
category weights are asked from an individual person or a group of persons. However, the use of
decision analysis tools has not been very common in LCIA applications. This is partly due to the fact
that LCA practitioners have been reluctant to use weighting. Weighting is only an optional phase in the
ISO standards due to its subjective results, and in the development of LCIA methodology researchers
have concentrated on the mandatory phases during the recent years. On the other hand, this author
would claim that so far only few LCA researchers have enough information to use decision analysis
tools for weighting purposes. Decision analysis has developed over the years within the realms of
operations research, management science and psychology. However, the practical decision support
tools based on decision analysis methods have only been developed quite recently.
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In this thesis, the role of decision analysis in LCIA is shown to be broader than discussed in earlier LCA
literature. Other authors have chosen the results of characterisation, impact category indicator results,
as attributes for decision analysis exercises, whereas environmental interventions (emissions, resource
extractions and land use) were chosen in this thesis. This choice leads to a solution in which the
decision analysis framework also includes the mandatory phases of LCIA, i.e. selection of impact
categories, classification and characterisation.

In particular, methods developed for the sorting or ranking of a finite set of alternatives in decision
making situations with multiple objectives are attractive for life cycle impact assessment purposes. From
these methods, so-called multiattribute value theory (MAVT) methods were chosen for the basis of
decision analysis framework of impact assessment in LCA because in article | the current life cycle
impact assessment methodology was demonstrated to be based on the same mathematical equation
derived from MAVT. The similarity between LCIA methodology and MAVT means that the MAV theory
also provides a foundation for a logical and rational approach to impact assessment in LCA.

In this thesis, the LCIA model conducted according to the rules of MAVT is called a decision analysis
impact assessment (DAIA) model. DAIA was used in two case studies concerning the Finnish forest
industry and the Finnish metals industry. In both case studies, it was shown that a value tree, a tool
used for structuring multicriteria decision making problems, is useful for the selection of impact
categories and classification in LCIA. Value trees can be used to ensure that all relevant impact
categories and interventions are taken into account in an appropriate way. The use of a value tree also
helps discussion about the assessment problem between analyst, experts and decision makers and
enhances the further process of making trade-offs amongst attributes and impact categories. The value
tree can be constructed so that there are sub-categories and MAVT can assist in solving the model
according to a logical rule.

In the thesis it is shown that a typical characterisation equation corresponds to an additive weighting
model of MAVT. Furthermore, it is shown that the “objective” principles for the determination of
characterisation factors related to scientific impact assessment models are consistent with those derived
from preference models. In MAVT, attribute weights (characterisation factors) are derived with reference
to the single-attribute value functions (damage functions). According to MAVT, the additive model
should only be used if the so-called difference independence assumption holds, i.e. the preference on
the outcome of one attribute does not depend on the outcomes of the other attributes. For this reason,
there is a need to check systematically the validity of this assumption in the context of different impact
categories. If the assumption of additive aggregation model does not hold, multiplicative or multilinear
models may be still be appropriate. This issue is not elaborated in the LCA community and therefore the
other models have not yet been used in any LCIA applications. In the future, the use of different models
should be studied in order to produce correct category indicator results.

The LCIA framework developed with the help of MAVT clarifies the debate concerning marginal and
average approaches in the determination of characterisation factors. The framework is flexible and
suitable for different impact assessment approaches developed in LCIA. It is not important whether the
method is midpoint- or endpoint-oriented. In the work it was shown that site-dependent characterisation
methods can easily be fitted into the framework. In the case study of the Finnish forest industry, a
Finland-specific characterisation model utilising the results of other tools, such as air quality and
transport models and even expert judgements, was developed and used.

According to ISO, characterisation factors should be based on scientifically derived knowledge. In the
absence of scientifically based characterisation factors, MAVT offers rules to determine subjective
characterisation factors. Such factors are determined according to the same theory as impact category
weights. In both case studies, characterisation factors based on expert judgements were used together
with scientifically based characterisation factors in order to produce indicator results of all relevant
impact categories related to products under study.
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In the guides of LCIA it is recommended that, in normalisation, category indicator results of a product
system and a chosen reference system should be calculated by the same characterisation factors.
However, in this thesis it is shown that for producing correct category indicator results, characterisation
factors can vary in normalisation depending on the shapes of damage (or value) functions and on the
used intervals of interventions in the determination of characterisation factors. This finding should be
tested in particular in the context of site-dependent characterisation factors for regional impact
categories (e.g. acidification, tropospheric ozone formation). In addition, the assumption of an additive
aggregation rule should be checked in the calculation of indicator results of reference systems.

MAVT can offer a clarification of whether or not to use normalisation in weighting. In LCIA, different
category indicator results are typically aggregated into a single score by multiplying normalized category
indicator results with the corresponding impact category weights and summing up the results. From the
viewpoint of MAVT, this means that linearity between interventions and effects holds and that there are
no thresholds (i.e. below a certain magnitude of intervention zero damage exists). However, this
assumption has a weak scientific basis. In the case of thresholds, MAVT leads to the aggregation
solution where a normalisation value (denominator in normalisation) differs from the value used in the
traditional normalisation. However, this second type of aggregation rule is not elaborated in any LCIA
methods. In the DAIA model the use of this equation is avoided by using "only above threshold" values
for interventions in country-specific characterisation instead of amounts of interventions.

According to MAVT, in the determination of impact category weights there is a need to take into account
the range of category indicator results used in the calculation of normalisation value in the aggregation
equation. On the other hand, the feasible range of category indicator results can be directly derived from
the feasible range of attributes (interventions) used for the determination of characterisation factor. In
addition, there is a need to test the validity of the difference independence assumption in the context of
impact categories although the assumption holds in the context of interventions within each impact
category. The finding that characterisation, normalisation and weighting are related to each other in the
way mentioned above is new in the LCA literature.

In multiattribute decision analysis it is typical that alternative specific ranges in attributes are taken into
account in the weighting. However, in the case of LCIA it is better that the ranges are greater than the
attribute ranges of alternatives. In this way, it is easier for the decision makers to make judgements
concerning trade-offs in the context of impact categories. Furthermore, wide ranges allow that there is
no need for a case-by-case impact category weighting task in specific LCA studies. This also means
that in the case of linear conditions characterisation factors for the calculation of impact category
indicator results of a product system under study are the same as used in normalisation. If linearity does
not hold, there is a need to determine the own characterisation factors for the calculation of
normalisation value in order to obtain wide ranges for weight elicitation.

In practice, weighting models used in LCIA have been based on linear assumptions. The linearity leads
to a convenient solution to calculate the total impact from the various impact categories, as was
illustrated in the case of the Finnish metals industry where global, regional and local environmental
problems were assessed in the same framework. However, the scientific bases for the linearity are
relatively weak. The framework developed can help the methodological development in which it is
attempted to take the non-linearity aspects of impact assessment into account.

In both case studies, impact category weights were obtained from the experts working with
environmental issues by using decision analysis elicitation techniques. The results showed that weights
derived from individual persons differ widely partly due to different opinions, and partly due to biases
originating from the behaviour of the experts and the procedures and techniques used in the elicitation.
It was not possible to quantify the biases. The decision analysis experiences emphasise that in order to
eliminate biases an analyst must be aware of the biases related to different techniques, and a good
interaction between the analyst and the decision maker is needed. Although the techniques, knowledge
and experiences in decision analysis can be utilized, further LCA-specific research is needed to avoid
biases in the determination of weights.
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Experiences and techniques for the sensitivity analysis of multi-criteria decision models can be utilised
in LCIA. Because impact category weights are difficult to determine or their values are controversial, the
sensitivity techniques based on no information, order information or partial information regarding the
weights appear to be attractive for LCIA purposes. In the context of the case study of the Finnish forest
industry, the so-called ratio estimation method for the elicitation of impact category weights was applied
and developed so that interval-valued ratio judgements could be used in the uncertainty analysis of the
model.

Although decision analysis offers a full framework for weighting in LCIA, there is no need to conduct a
complete quantitative assessment. There are experiences that the qualitative or partial assessment can
be definitely appropriate for many multi-objective decision making problems. As by-products the
problem structuring can provide a learning process among participants, or the LCIA process can
mitigate conflicts between stakeholders. On the other hand, MAVT offers measurement techniques for
subjective judgements in situations in which “objective” data is missing. This permits quantitative
analysis in which all important impact factors are taken into account. This kind of subjective assessment
can be carried out in order to define the contributions of different factors to the final result. The
assessment can enhance finding of the most serious data gaps.

MAVT is not the only approach for decision analysis impact assessment. The recent LCIA applications
conducted with the help of the outranking methods (especialy PROMETHEE and ELECTRE) indicate
that they can offer an alternative approach for LCIA purposes compared with MAVT. However, the
experiences on outranking methods in LCIA have hitherto been restricted to the weighting phase. It
seems that the outranking methods are attractive methods for the grouping phase of LCIA. On the other
hand, it is unlikely that they can be used in characterisation and other mandatory phases of LCIA.
Furthermore, it is not clear how to utilize the non-compensatory property of outranking methods in the
context of LCIA. In the future there is a need for research to study the strengths and weaknesses of the
different methods for LCIA purposes.

In this thesis, some methodological weaknesses in the current LCIA practice were identified with the
help of MAVT and several possibilities to elaborate more accurate LCIA were proposed. In the future
there is a need to demonstrate quantitatively the differences between LCIA conducted according to
MAVT and LCIA conducted according to the current practices.
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Glossary

This glossary provides definitions of the technical terms used in the thesis.

aggregation
Quantitative compression of information.

attribute
The degree to which an objective is achieved is measured by an attribute.

average approach
A way of determining characterisation factors whereby changes in damage functions are
made on the basis of a "wide" intervention interval in order to derive characterisation
factors.

category endpoints
Variables which are of direct societal concern, such as human life span or incidence of
illnesses, natural resources, valuable ecosystems or species, fossil fuels and mineral
ores, monuments and landscapes, man-made materials, etc. (ISO 2000a).

The level of the endpoints is also called the “damage level” (Udo de Haes et al. 1999).

category indicator
A quantifiable representation of an impact category, being the object of characterisation
modelling.

Aggregation of environmental interventions within an impact category takes place in the
units of the category indicator. The category indicator can be defined at any level of the
environmental mechanism.

category indicator result
Characterised result, i.e. value obtained by multiplying the amount of environmental
intervention by the corresponding characterisation factor.

category midpoints
Variables in the environmental mechanism of an impact category between the
environmental interventions and the category endpoints, such as the concentration of
toxic substances, the deposition of acidifying substances, global temperature or the sea
level (SETAC-North America term, Udo de Haes et al. 1999).

characterisation
The component of a life cycle impact assessment (LCIA) in which the contributions
made by the environmental interventions to each impact category are assessed by
quantitative or qualitative methods.

characterisation factors
Factors by which the environmental interventions are to be multiplied for aggregation
within an impact category (sometimes called “equivalency factors”).

The links between the environmental interventions and the category indicator are
modelled as much as possible in a scientifically valid and quantitative way; the links
between the category indicator and the category endpoints must be identified either in a
quantitative or a qualitative way (Udo de Haes 1999).
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classification
The component of a life cycle impact assessment (LCIA) in which the data from the
inventory are classified into impact categories.

criteria
Arguments used for weighting.

damage function
A function describing the shape of relationships between interventions and the indicator
results within an impact category.

decision analysis
A set of methods of systems analysis and operations research which are applied in
supporting extensive decisions. The objective of decision analysis is to support decision
making by applying models and mathematical or formal analysis.

decision analysis impact assessment (DAIA)
A life cycle impact assessment framework based on the rules of decision analysis.

decision maker
A single person or a group of persons who must solve a decision problem.

elicitation
Process of gathering expert judgement in a specially designed manner.

environmental effect
A consequence of an environmental intervention in the environmental system.

environmental mechanism
System of physical, chemical and biological processes for a given impact category,
linking the LCI results (environmental interventions) to category indicators and to
category endpoints (ISO 2000a).

environmental impact
Any adverse change to the environment including one or more environmental effects.

environmental interventions
Variables such as extractions from or emissions into the environment and other variables
at the boundary of the product system and the environment, like different types of land
use (SETAC-Europe term, Udo de Haes et al. 1999).

The extractions and emissions are together called “elementary flows” and “environmental
inputs and outputs” (ISO 1997).

expert
A person who has background in a subject matter at the desired level of detail and who is
recognized by his peers or those conducting the study as being qualified to answer
questions.

expert judgment

Judgments of those with expertise or knowledge in the area.
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exposure
The concentration of a chemical at the external surface of the target organism.

functional unit
Quantified performance of a product system for use as a reference unit in a life cycle
study (ISO 1997).

goal and scope definition
The first component of a life cycle assessment in which the functional unit, the periods as
well as system boundaries are specified and a clear delimitation of the scope of a
specific LCA is described. It also reveals a specific interest and indicates the target
group.

impact category
A class representing environmental issues into which LCI results may be assigned (ISO
2000a).

impact category indicator result
-> category indicator result.

impact value score
Number representing the potential contribution of an alternative to a given environmental
impact category or categories.

interpretation
The last phase of a life cycle assessment in which the inventory and impact assessment
results are analysed against the aim of the study including an assessment of
uncertainties and key assumptions as well as recommendations for actions.

interventions
- environmental interventions.

inventory analysis
The second component of a life cycle assessment in which an analysis is made of the
environmental interventions associated with the processes required for that functional
product unit. Such an analysis should be as objective as possible and adequately
substantiated.

life cycle
The combination of processes needed by a product or a function. A complete life cycle
includes everything from raw material extraction, processing, transportation,
manufacturing, distribution, use, re-use, maintenance and recycling to final disposal
(Consoli et al. 1993).

life cycle assessment (LCA)

A method for analysing and assessing environmental impacts of a material, product or
service during its entire life cycle.
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life cycle impact assessment (LCIA)
The third component of a life cycle assessment in which the data gathered in the
inventory analysis are interpreted and assessed in terms of their environmental impact
potential.

life cycle stage
Life cycle stage consists of unit processes and covers a certain defined part of the
product system.

marginal approach
A way of determining characterisation factors; a tangent at the working point of
damage function corresponds to a characterisation factor.

Monte Carlo simulation
A computational technique for investigating properties and behaviour of a variable by
repeated random sampling from a known or assumed (e.g. normal) distribution
representing the variable.

multiattribute utility theory (MAUT)
One of the major decision theories for a multi-objective decision analysis in which multi-
attribute utility functions are used and there are uncertainties about the consequences of
the alternatives.

multiattribute value theory (MAVT)
One of the major decision theories for a multi-objective decision analysis in which multi-
attribute value functions are used and there are no uncertainties about the consequences
of the alternatives.

multicriteria decision analysis (MCDA)
A group of methods by which a formal or informal structure can be applied for treating
multi-objective/criteria decision making problems.

multiattribute decision analysis (MADA)
A group of methods under MCDA by which a formal or informal structure can be applied
to treating finite multi-objective/criteria decision making problems.

normalisation
Part of a life cycle impact assessment in which impact category indicator results
caused bya product system are divided by the corresponding impact category
indicator results caused by a reference system (e.g. activities in a given area over a
certain time period).

normalisation value
The impact category indicator result by which the impact category indicator result of a
product system under study is divided in normalisation.

normalisation

A process in which the results are changed to dimensionless units and into a certain
range, €.g., [0,1].
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objective
A statement of something that is desired to be achieved. Decision objectives are ~ criteria
or attributes on which the decision will be made.

preference model
A model for prioritising decision alternatives.

product system
Collection of materially and energetically connected unit processes which performs one
or more defined functions (ISO 1997).

rating
A measurement level of an attribute.

ratio method
A weight elicitation method which requires the decision maker to first rank the relevant
attributes according to their importance. The least important attribute is assigned a
weight of 10  and all others are judged as multiples of 10. The resulting raw  weights
are normalized to sum to one.

reference system
A region, an economic sector or group of sectors, or a product type or group which is
used for normalisation in order to calculate a reference value. The determination of the
reference system includes choices about activities, spatial and temporal aspects (e.g. all
human activities in a given area over a certain time period).

reference value
Impact category indicator result caused by a reference system.

safeguard subjects
A class of endpoint which has some well recognisable value for society (Udo de Haes et
al. 1999).

sensitivity analysis
Analysis to determine the sensitivity of the outcome of a calculation to small changes in
the assumptions or to variations in the range within which assumptions are
assumed to be valid.

uncertainty analysis
Analysis to determine the variation in an output function based on the collective variability
of model inputs.

unit process
The smallest portion of a product system for which data are collected when performing a
life cycle assessment (ISO 1997).

valuation
Process of assessing the relative importance of the different environmental impact
categories according to their environmental effects.

value function
A real-valued function expressing the preference of the attribute.
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value score

value tree

weighting

Number representing the potential contribution of an alternative to a given issue.

One of the major tools for structuring objectives. The final value tree includes objectives
and attributes in the hierarchy.

Optional part of the life cycle impact assessment (LCIA). It includes the determination of
impact category weights and the aggregation of different environmental impact
categories in order to compress multi-dimensional information into a single value score.
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Symbols used in the study

a alternative or product system

Cij characterisation factor for intervention j within impact category i

C,fyj characterisation factor, suitable for the [x;’,x;.] range where x; >0

oy average characterisation factor, suitable for the [0,x;] range

Cijco country-specific characterisation factor for intervention j within impact
category i

Cij(a) alternative-dependent characterisation factor

co country

Equi; equivalency factor, i.e. site-generic characterisation factor for intervention

J within impact category i

f function

fi function identifying an overall impact model for impact category i
fij damage function for intervention j within impact category

i impact category

| total impact value score due to all /;

l; impact category indicator result of impact category i

I? best level of impact category indicator result of impact category i
J environmental intervention

kij weight (or scaling constant) of attribute Xi;,

weight of intervention j within impact category i

m number of interventions

n number of impact categories

Ni normalisation value (denominator in normalisation)

r number of countries

R reference system

v(.) overall value function

vi(.) (normalized) single-attribute value function over attribute X;
V() un-normalized single-attribute value function over attribute X;
Vig(.) (normalized) single-attribute value function over attribute Xj;
v () un-normalized single-attribute value function over attribute Xj;
Wi weight of impact category i

Xij rating, i.e. measurement on attribute Xj;
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Bij

Lij

attribute of intervention j within impact category i

best level of attribute X

worst level of attribute X;

measurement on attribute X;

attribute of intervention j

product unit

overall value function

single-attribute value function over impact category i
single-(sub)attribute value function over (sub)attribute Xj,
single-attribute value function over attribute X;

slope parameter for linear value function vij.)

constant parameter for linear value function vij(.)
exposure/transport factor for intervention j within impact category i
effect factor for intervention j within impact category i

is a member of
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Appendix 1

Site-dependent characterisation

In article | a starting point for characterisation is the following equation

m

l; = Zki,j v, (x;;(a)) (1)

where li = indicator result of impact category /
ki; = weight (=scaling constant) of attribute Xj;
vij= normalized single-attribute value function for attribute j within impact category i
X;j = rating on attribute Xj;jcaused by product system a
Xi; = attribute describing intervention jwithin impact category i

In the cases of regional impact categories (acidification, tropospheric ozone formation and aquatic
eutrophication), attribute values are calculated by:

x;;(@)=mn,;(@)- @) x;(a) (2)

where xij(@) = measurement on attribute Xj; (rating) due to product system a
nij(a) = exposure/transport factor of attribute Xi; (0<nifa) <1)
uij(a) = effect factor of attribute X; (0< uija) <1)
x(a) = amount of intervention (emission) j due to product system a

The exposure factor ni;indicates what quantity of a given receptor may be exposed as a result of the
emission j within impact category /. In the context of non-toxic pollution the factor n;; could be called a
transport factor, because in this case it represents the proportion of an emission reaching a receptor
area. The effect factor yj; identifies the quantity of exposed/emitted substance j which causes the
effects in a receptor which a given exposure may lead to.

Egs. 1 and 2 lead to the site-specific characterisation solution in which only those emissions which
cause adverse effects related to impact categories are taken into account. The transformation is made
because in this way the impact assessment produces more realistic impact value scores. The fact is that
the same amount of intervention j can cause different magnitudes of adverse effects on the environment
depending among other things on given locations and types of intervention sources. This differentiation
can be taken into account by using Eq. 2. In the value of attribute Xj;, denoted xi;, only the effective part
of intervention j related to impact category i is included. The value of x;; relates the quantity of an
intervention that affects a receptor (e.g. population) to the physical effect (=response) on this receptor
(e.g. an incremental number of deaths). Thus, in the determination of attribute value x;; the task is to
assess the quantity of intervention j, which causes adverse effects under impact category .

In article I, Eq. 2 was applied for interventions caused by domestic product systems. Exposure and
effect factors were adjusted to take into account the conditions of geographical areas in which Finnish
emissions have an effect. Assuming simple linear conditions Eq. 1 can be written as (article I)

m m X

_ Xi,j(a) _ ‘ ‘ f,j(a) m
_]Zﬂ:k,‘,j . Xiyj(F) _; EQV,-J Xi,j(F) Xfyj(F) ;Eqv ( )

iEqvl] 7711F :uljF( ) Xj(a) (3)

where Eqvij = equivalency factor
X, ;(F)=worst level of attribute Xij, i.e. rating caused by human activities in Finland.

60



n,;£(@) = alternative-dependent  exposure/transport  factor related to  Finnish
emission j within impact category i

1, (@) = alternative-dependent effect factor related to Finnish emission j within impact
category i

Equivalency factor is assumed to be based on scientific knowledge of environmental processes in the
conditions where all magnitudes of intervention cause adverse effects on impact categories. It
expresses the contribution of a single intervention to a specific impact category as a ratio to the
contribution of a standard intervention. In the case of acidification these worst-case equivalency factors
correspond to the acidification potential of each substance j which is typically used as site-generic
characterisation factor in LCIA (see e.g. Heijungs 1992). In aquatic eutrophication, equivalency factors
are based on the so-called Redfied ratio which is also typically used for the basis of site-generic
characterisation factors in LCIA (see e.g. Heijungs 1992).

In the case of acidification for transport factors it is assumed that 77, ;ysaion ;7 (@) = Macitcation 7 » 1-€- @l

domestic acidifying emissions are treated by the same factors. Finland-specific exposure factors were
determined by using the results of the RAINS model (Barret et al. 1995). Effect factors of acidification
were not determined. In the case of aquatic eutrophication both transport and effect factors are
alternative-dependent. In fact, different product units of product system a cause nutrient emissions into
various water bodies with different limiting nutrient conditions. This feature was taken into account in
transport factors. The fates of nutrient emissions were determined according to mathematical models
and expert factors. In the effect factors the so-called biological availability of nutrients is taken into
account. Biological availability of a nutrient is here considered to be the sum of nutrient forms that can
be transformed into a form available to algae. It varies on the basis of sources. An average phosphorus
emission from agriculture, for example, may cause less eutrophication than the same amount of
phosphorus from a pulp mill in the same watercourse because of the different chemical forms of
nutrients in the emissions (Ekholm 1998).

From Eq. 3 can be derived a generic solution for the situation in which product system a consists of
different product units uq (d = 1,...,D). Assume that product units us and uz occur in Germany, whereas
the rest of product units (us... up) locate in Finland. In this case, values of interventions caused by
product units us and uz should be multiplied by German-specific exposure and effect factors. By
contrast, the other values are multiplied by Finland-specific exposure and effect factors.

An alternative approach for site-dependent characterisation is that characterisation factors are directly
derived from environmental modelling, i.e. there exists f.(x,,X,,..,X,,). This approach of type 2 was
applied in the case of tropospheric ozone formation, in which Finland-specific characterisation factors
were obtained from a version of the Harwell trajectory model for ozone formation (Lindfors et al. 1995).
The approach appears to be more attractive because fate and exposure processes and the effect
mechanism as well as the[x;’,x;] ranges can be taken into account in the determination of
characterisation factors in an appropriate way. In practice, the approach is currently commonly used in
the determination of site-specific characterisation factors (see Potting et al. 2002). In this case there
exist environmental impact assessment models from which it is possible to derive country-specific
characterisation factors C, , for interventions j within impact categories i. For country A, this can be

i,j,co
carried out by keeping other countries’ emissions fixed at the current level and reducing the emissions
of country A by a certain percentage in the case of each impact category.

In the case of country-specific characterisation, approaches 1 and 2 lead to the same results if
Ciiwl@=Eqv,; -1 ,.,(@) #(a) i=1,...,nandj=1,..m (4)

I

In practice, the parameters in approach 1 can be determined with the help of f.(x,,X,,...,X,,) .
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Appendix 2

Errata in article | due to technical reasons.

p. 10, line 11: DM=s should be DM's

p. 15, in Equation (1): @a> b should be a >~ b

p. 15, in Equation (3): a> b should be a =~ b

p.16,line 3:a>bandb>c,thena>c shouldbe a - bandb =~ c,thena > ¢
p. 16, in Equation (4): a > b should be a = b

p. 16, in Equation (6): (b < a) > (d <=c) should be (b<=a) > (d <¢)

p. 17, in Equation (8): (x1,...,Xm) > (X1'....Xm) should be (x1,....Xm) > (X1'...,.Xm)

p. 19, line 7: Aswing@ should be "swing"

p. 20, line 2: x=, i.e., <(p1,X1,..., Pn,Xn)> ~ X= should be x',i.e., <(p1,X1,..., Pn,Xn)> ~ X’
p. 20, line 13: Amonetary@ should be "monetary"

p. 21, line 29: w=s and wj(a))=s should be w's and wj(a))'s

p. 43, line 3: Aswing@ should be "swing"

p. 44, line 28: Aswing@ should be "swing"

p. 72, in note @ of Table 5: Aeffective@ should be "effective”

pp. 104-106, Figs. 29-32: the decimal symbol on the vertical axis should be a dot (.) instead of a comma

()
p. 172, Figs of Appendix 5: the decimal symbol should be a dot (.) instead of a comma (,)
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