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**Highlights**

- Behavioral aspects of the OR process have not been studied
- OR process is especially sensitive to behavioral effects
- Practice of OR can be substantially improved by focusing on the behavioral aspects of the OR process
Abstract

We point out the need for Behavioral Operational Research (BOR) in advancing the practice of OR. So far, in OR behavioral phenomena have been acknowledged only in behavioral decision theory but behavioral issues are always present when supporting human problem solving by modeling. Behavioral effects can relate to the group interaction and communication when facilitating with OR models as well as to the possibility of procedural mistakes and cognitive biases. As an illustrative example we use well known system dynamics studies related to the understanding of accumulation. We show that one gets completely opposite results depending on the way the phenomenon is described and how the questions are phased and graphs used. The results suggest that OR processes are highly sensitive to various behavioral effects. As a result, we need to pay attention to the way we communicate about models as they are being increasingly used in addressing important problems like climate change. We propose Systems Intelligence as a perspective to help the practice of OR and to successfully include the behavioral human aspects into model based problem solving.

Introduction

This paper aims at pointing out the importance of behavioral operational research (BOR), defined as the study of behavioral aspects related to the use of operational research (OR) methods in modeling, problem solving and decision support. In operational research the goal is to help people in problem solving but somehow we seem to have omitted the individuals, the problem owners and the OR experts, who are engaged in the process, from the picture. There is a long tradition of discussing best practices in OR (see, e.g., Corbett et al. 1995; Miser, 2001) but it is surprising to note that behavioral research on the process itself has been almost completely ignored. We argue that by paying more attention to the analysis of the behavioral factors related to the use of modeling in problem solving it is possible to integrate the insights of different approaches to improve the OR-practice of model-based problem solving.

Behavioral issues in decision making have been widely studied at the individual-, group-, and organizational levels by researchers in judgment and decision making, cognitive psychology, organization theory, game theory and economics. However, little is known about the behavioral issues in model-based problem solving, in particular. In the field of OR only the areas of risk and decision analysis as well as multicriteria decision making have paid attention to the behavioral issues rigorously (see, e.g., Winterfeldt and Edwards, 1986, Korhonen and Wallenius, 1996; French
et al., 2009; Morton and Fasolo, 2009). Yet, as OR is about real-life problem solving, it is naturally subject to behavioral issues and effects. We see that it is increasingly important to pay attention to this core area of our discipline. Research on behavioral OR is needed to complement the tradition of operational research being limited to developing mathematical methods and optimization techniques only. The purpose of behavioral studies is to make better use of OR models and to warn of the behavioral issues that need to be taken into account when using models to support decision making or making predictions. It is quite surprising that, so far, these issues have received hardly any attention in the OR literature. For example, the index of the Encyclopedia of Operations Research and Management Science (Gass and Harris, 2001) does not include topics such as behavioral, biases or heuristics. In the recent special issue of the Journal of the Operational Research Society celebrating fifty years of OR, behavioral studies are passed by minor comments and references in the articles by Brailsford et al. (2009), Jackson (2009) and Royston (2009).

Behavioral issues also relate to the important topic of OR and ethics. So far, the discourse about the ethics in OR has assumed that the OR practitioner has cognitive control over all the issues related to ethical matters (Le Menestrel and Van Wassenhove, 2004, see also the special issues of OMEGA - The International Journal of Management Science, Le Menestrel and Van Wassenhove, 2009 and International Transactions in Operational Research, Wenstop, 2010). Yet there are hidden processes and factors that can also have impacts. The ethical OR practitioner should keep in mind and be aware of the possibility of such unintentional behavioral phenomena (Brockelsby, 2009). The personalities and communication style and perhaps even gender and cultural background of the analyst and the client can play a very big role in important OR interventions (Doktor and Hamilton, 1973; Lu et al., 2001). It is also the responsibility of the OR practitioner to be aware of the possible misunderstandings and communication errors arising from the behavioral and social processes (see, e.g., Drake et al., 2011).

From a behavioral perspective, when choosing a mix of OR methods, the analyst faces a tradeoff between internal fit and external fit (Mingers and Brockelsby, 1997). On the one hand, the choice of methods has to be made on the basis of the skills, knowledge, personal style and experience of the analyst (Ormerod, 2008). On the other hand, by maximizing internal fit and by staying in the comfort zone, there is a risk of being trapped by a tunnel vision where the specific modeling skills or competences of the expert intentionally or unintentionally create a situation where one approach is seen as the only way to look at the problem. For a similar discussion in environmental problem solving see Miller (1982)
The importance of behavioral OR is underlined by the fact that today model-based problem solving is an increasingly important approach used when tackling problems of high importance. Issues related to climate change and of natural resource management are examples in which the use of different quantitative and qualitative models is an essential part of the public policy process. We see that the inclusion of behavioral considerations in the practice of OR is a necessity when trying to leverage the benefits and promises of the OR approach\(^1\). It is interesting to note, however, that in operations management (OM), which is very close to OR, the term Behavioral Operations has already been used for some years (see Loch and Wu, 2007). Behavioral research in our sister disciplines, game theory, economics and finance, is already very strong (Camerer, 2004, Ackert and Daeves, 2009). It seems that interest in behavioral issues emerges when the basic theoretical core of the research field has matured enough. Economics is a good example. Behavioral economics has become an established topic acknowledged also by theoretical economists. Behavioral research in finance is very active as well (Barberis and Thaler, 2004). Embracing the behavioral perspective helps “generating theoretical insights, making better predictions, and suggesting better policy” (Camerer et al., 2004). If this is true for economics it surely applies to OR as well.

Systems thinking (Jackson, 2009), soft OR and the problem structuring PSM communities have for long criticized OR for being too narrowly concerned with mathematical models only. Extending the OR toolkit, systems thinkers have drawn attention to the sociology and philosophy of modeling and problem solving, (Churchman, 1968; Ulrich, 1994; Brocklesby and Cummings, 1996; Keys 1997; Mingers, 2003; Ormerod, 2008, 2009). Soft OR, has investigated the possibility of using qualitative methods, including subjective beliefs and values to support decision making (Checkland, 2000; Eden and Ackerman, 2006; Mingers 2011). Problem structuring methods are used as a soft front end of the OR modeling process (Mingers et al., 2009). Yet systems thinking and soft OR, like traditional OR, have remained mainly theoretical, lacking real behavioral studies on the approaches and how they compare with each other. Researchers who have criticized OR for ignoring people issues, have themselves failed to assess the degree of behavioral realism in their prescribed processes of model-based problem solving.

One particular stream of behavioral research that is relevant to model based problem solving has been carried out by researchers in the area of system dynamics (SD). They have analyzed how

\(^1\) Cf. www.scienceofbetter.org
people understand and make decisions regarding dynamic systems (Forrester, 1958; Sterman, 1989a; Moxnes 2009). Today, mankind is facing climate change as one of the key challenges where understanding decision making in dynamic contexts is essential. Related to this, Sterman (2008) argued in Science that the human cognitive biases related to understanding dynamic systems is a major cause of current confusion and controversy around the climate change policy issues. This research on the behavioral issues related to dynamic systems has been almost completely neglected in the OR literature even though some of the seminal papers where published in Management Science (e.g., Kleinmunz, 1985 and Sterman, 1987). Studying how people understand and make decisions regarding complex systems is indeed highly relevant to OR in general. Many OR problems are about simulating and optimizing, building understanding of and managing and communicating about dynamic systems. Examples range from the early inventory problems to supply chain management (Silva et al., 2009) and climate policy design (Bell et al., 2003). By the analysis presented in this paper we hope to attract the interest of the OR community to behavioral research as well as to re-build a bridge between the OR and SD communities.

**Behavioral studies in system dynamics**

Research on how people understand and make decision regarding dynamic systems has evolved in close relation with the development of system dynamics modeling (Moxnes, 2000). This research dates back to the early analysis of decision heuristics in simulation experiments and in feedback structures (Kleinmunz, 1985; Kleinmunz and Thomas, 1987; Sterman, 1987). Studies related to the famous Beer Game (Sterman, 1989a, b; Lee et al., 1997) have found that people attribute the so-called bullwhip effect in supply-chains to volatile end-demand when the actual cause is the system structure with delays in information and material flows.

Recently Cronin et al. (2009) continued experiments with the so-called department store task (Sterman, 2002), and they argue that people are unable to understand and apply the principles of accumulation. They claim that people’s inability to understand dynamic systems is a distinct new psychological phenomenon not described before. There are related experiments coming to similar conclusions that reasoning errors arise and affect decision making also in other contexts such as the management of renewable resources (Moxnes, 2000) and alcohol drinking (Moxnes and Jensen, 2009). These authors suggest that this should have important implications to education, policy processes and risk communication (Moxnes, 2000; Sweeney and Sterman, 2000; Sterman, 2008).
Due to the very strong claims made we felt that it is important to consider these studies in more detail. In this paper, we take the experiment of Cronin et al. (2009) as an illustrative case to show how various behavioral effects can be embedded and affect OR processes. Our new results with somewhat revised experiments show that the poor performance in the department store task can be attributed to the framing of the problem rather than to people’s poor understanding of the accumulation phenomenon. We argue that in the department store task people’s performance is affected by several cognitive heuristics triggered by a number of factors in the task that camouflage and divert people’s attention from the true stock and flow structure. These factors give false cues and make incorrect answers more cognitively available to the subjects. We show that when these elements are removed, the performance of the subjects in the task improves. Thus, our study extends and reframes the results by Cronin et al. (2009) by highlighting the sensitivity of the OR process to cognitive biases, especially when dealing with dynamic systems. Moreover, the results highlight the importance of paying attention to the way in which modeling results are presented.

The department store task revisited

Sterman (2002) introduced the department store task to determine if people are able to understand and apply the principles of accumulation. Accumulation is a dynamic phenomenon referring to the growth of a stock variable when the inflow exceeds the rate of outflow from the stock. Carbon dioxide accumulates in the atmosphere when emissions are greater than the removal of CO₂ from the atmosphere. Bank savings increase when deposits exceed withdrawals. It has been argued that understanding accumulation is a difficult, albeit important cognitive skill when managing and communicating about such dynamic problems in business and policy settings (Sweeney and Sterman, 2000). Sterman (2002) asks that if people have difficulties understanding such a basic dynamic phenomenon, what chance do we have in understanding more complex dynamic systems we encounter in real life.

In the task the participants answer a questionnaire which we here call the original questionnaire. It includes a graph (Figure 1) showing the number of people entering and leaving a department store during a 30 minute period. In stock and flow terms the curves show the inflow rate and outflow rate of people. These are the flow variables. The number of people in the store is the stock variable.

--- INSERT FIGURE 1 HERE ---

The original questionnaire presents four questions. The first two questions relate to the inflow and outflow variables and are said to be used to check if the participant understands graphs. During
which minute did the most people enter the store? and During which minute did the most people leave the store? The following two questions relate to the stock variable. The questions are: During which minute were the most people in the store? and During which minute were the fewest people in the store? (Cronin et al., 2009, p. 118). The questionnaire asks the participants to write down these times. Alternatively one can also tick a “Can’t be determined” box if one thinks that the answer cannot be determined from the information provided. These questions are not directly addressing accumulation as you need to reason the answer from the inflow and outflow curves.

The accumulation phenomenon

To us the understanding of accumulation means simply that one understands that when the inflow exceeds outflow the stock increases and when the outflow exceeds inflow the stock decreases. None of the questions in the original questionnaire addresses this directly. In general, in a stock and flow system, the change in the stock variable at any given time can be computed by integrating the difference between the inflow and the outflow. The level of the stock at a given time can be obtained by adding the positive or negative change in the stock, to the initial level of the stock. Due to the fact that this general procedure can always be used to solve the problem, one is likely to try to use it as a starting frame for problem solving also here. However, in the task the graph showing the number of people entering and leaving the department store represents a simpler special case of an accumulation system. In this special case, the above described computation is not required in order to determine the times at which the stock reaches its maximum \((t = 13)\) and minimum \((t = 30)\), see Cronin et al. (2009, p. 117-118). One only needs to observe the fact that the inflow and outflow curves intersect only once. If one is able to realize this, the correct answers are obvious. In such a situation the peak stock is reached at a point where the curves intersect i.e. when outflow becomes higher than inflow. Again to determine the moment when the stock reaches its minimum, one only needs to compare the area lying between the inflow and the outflow curves during the accumulation period, which is before minute 13, and the area lying between the outflow and the inflow curves when the net accumulation is negative, i.e. after minute 13. In the graph the latter is larger which means that the stock is at the lowest level at the end of the day.

In the department store task, focusing to think accumulation as a general phenomenon does not help to find these easy solutions. On the contrary, taking the basic general approach described above makes the problem very difficult. An attempt to integrate the accumulation of the stock level directly is unsuccessful as the initial stock level is not provided. For determining the moment when the stock reaches its maximum, one should rather only think of the overall characteristics of this
particular graph and the fact that in this case there is only one single maximum. Thus, answering the
two questions related to accumulation requires an understanding of the principles of accumulation
but also other reasoning skills.

Cronin et al. (2009) do indeed acknowledge that the department store task shares characteristics
with insight problems (Mayer, 1995). Cronin et al. (2009, p 129) define them in the following way:
“Insight problems are analytically easy—once one recognizes the proper frame to use. Until then,
people tend to use a flawed but intuitively appealing (and hence difficult to change) problem
frame”. Having recognized this, Cronin et al. still want to leave the possibility for the participants to
anchor on a flawed frame in their experiment. This is quite strange. In the department store task
people face a challenge of insight rather than a task of understanding accumulation.

**Triggers of inappropriate heuristics in the original questionnaire**

There are two main problems with the original questionnaire. First, it does not address people’s
understanding of accumulation directly. The accumulation related questions are not direct and
require extra reasoning effort. Second, the questionnaire includes elements that give false cues
which mislead the participants. Below is a description of all the features that we think are
distracting and mislead the participants.

- The questions relating to the inflow and outflow rate directs the participants’ attention to the
  shapes of the curves, not to the accumulation phenomenon. The answers to the flow-related
  questions can be seen directly from the graph. The related peaks can be seen clearly from the
  curves. This primes the subjects to try to find the correct answers to the accumulation-related
  questions also directly from the graph.

- It is possible that the shapes of the curves trigger what Tversky and Kahneman (1974) call the
  availability heuristic. The maximum net inflow and the maximum net outflow clearly stand out
  of the graph (see, Figure 1). As a result they appear suitable solutions due to their availability.
  Cronin et al. (2009) do, in fact, following Sweeney and Sterman (2000), discuss this, too. They
describe this phenomenon with their own new term “correlation heuristic”. We think that the
well-known availability heuristic covers this phenomenon as well.

- The check box, “Cannot be determined,” acts as a cue that primes to think of the possibility that
  the question is very difficult and cannot be answered based on the data provided on the graph.
The easy questions in the questionnaire deal with the maximum and minimum inflow and
outflow of people. The accumulation-related questions are more not so straightforward to answer. Because of the easy questions, the participant may expect that also all the other answers should be available without much effort. If the participant is in this mindset it is tempting to check the “Cannot be determined” box when facing a more difficult question.

– The question regarding the minimum level of stock is quite demanding as one needs to compare two areas between the curves. Thus, it is possible that the participants become overwhelmed by the difficulty of this question which can lead them to feel insecure and to underestimate their own skills in the task, and this can lower their performance in the other questions as well.

The results and conclusions of Cronin et al.

In the Cronin et al. (2009, p. 119) experiment almost everybody was able to locate the maximum inflows (96 %) and outflows (95 %) by locating the related peaks in the respective curves. However, less than half of the participants were able to correctly determine the time at which the number of people in the store reached its maximum (44 %) and minimum (31 %). The authors also carried out experiments with different versions of the task and there were no significant changes in these results. Thus, Cronin et al. (2009, p. 116) argue, the poor performance “is not attributable to an inability to interpret graphs, lack of contextual knowledge, motivation, or cognitive capacity”. The overall conclusion made by the authors was that people are not able to understand and apply the principles of accumulation.

Methods

Experiments with revised questionnaires

We were not convinced that the poor performance reported in the experiment of Cronin et al. was due to the inability of people to understand and apply the principles of accumulation. The alternative explanation is that the “red herrings” described above camouflaged the real phenomenon and diverted the participants attention in the experiment to focus, for example, on the shape of the graphs. We repeated the same task by asking the participants directly about accumulation and tried to avoid red herrings priming the participants to think about the problem in a wrong way.

We varied the order of the questions and the number of those elements we considered problematic in the original questionnaire. We also added questions asking about the accumulation phenomenon directly. The questionnaire included the following task: “Please help the manager of the department
store. Provide him with an explanation with a couple of sentences describing how the graph can be used to answer the questions below.”

It has been shown that providing written reasons for one’s decision leads to greater use of the available information (see, Milch et al., 2009). The so-called exposition effect refers to the phenomenon that people are less influenced by decision problem framing, that is, by the way in which the information is presented, if they are asked to give written reasons for their decisions (Sieck and Yates, 1997).

In one of the questionnaires, the figure showing the number of people entering and leaving the department store was a revised graph with smoother curves (Figure 2) and not the one with the strongly zigzagging curves of the original questionnaire (Figure 1). These revised curves still represent the same accumulation process as the curves in the original questionnaire. The maximum number of people is at the intersection of the curves, at \( t = 13 \), and the fewest at the end of the period, at \( t = 30 \), in the same way as in the original task. By using the graph with smoother curves we hoped to eliminate the triggering of the representative heuristic which suggests that the peak inflow rates or net inflow rate refer to the maximum stock level as well.

--- INSERT FIGURE 2 HERE ---

Procedures

We ran four experiments using eleven different questionnaires, see Table 1. All the experiments were run during classes in the Helsinki University of Technology with different audiences. Participation was voluntary. The questionnaires were collected once everybody had completed the task. The participants used approximately 10 minutes to answer.

--- INSERT TABLE 1 HERE ---

The participants, as described in Table 2, represented the typical student body in an engineering school besides in experiment 4 which was conducted in a popular philosophy class with attendance from the general public, too. This is reflected in the wider age range of the participants and in the lower percentage of males than in the other experiments.

To warrant the comparability of the results between the different questionnaires, we investigated whether the groups are similar in terms of the participants’ age, gender, and other background variables. The \( \chi^2 \) tests reported in Table 2 confirm that the groups of participants who were given different questionnaires are similar, as measured by the percentages of participants with different
student statuses or degrees and professional or educational backgrounds. Specifically, the p-values associated with the $\chi^2$ tests are above .10 which leads us to conclude that the groups are similar (Hair et al., 2005). The mean age is also similar across the questionnaires, as confirmed by one-way analysis of variance. The p-values related to the one-way ANOVA are above .10 furthermore reinforcing the notion that the groups are comparable. Finally, in experiment 1 and experiment 4, the proportion of male participants was different with different questionnaires ($\chi^2(1, N=67) = 7.73$, $p=0.01$; $\chi^2(3, N=199) = 7.65$, $p=0.05$, respectively). Hence, we also ran separate analyses for males and females. However, for the sake of clarity, we only report the results obtained with the pooled data as the results with the split data were essentially similar to those reported here.

--- INSERT TABLE 2 HERE ---

**Results**

**Experiments 1-4**

The overall results are presented in Table 3 as the percentage of correct answers with different questionnaires. For comparison the results of the “baseline experiment” of Cronin et al. (2009, see Table 1) are also included. It is quite interesting that our results are almost identical to those of Cronin et al. when the original questionnaire was used. These are shown in the last two columns.

--- INSERT TABLE 3 HERE ---

In experiment 4, following Cronin et al. (see, 2009, p. 119), we tested two orderings of the questions: a) questions about the flows first (questionnaires IVa-VIa and Original (a)); b) questions about the stock first (questionnaires IVb-VIb and Original (b)). We compared the results of IVa and IVb, Va and Vb, VIa and VIb, and, finally, Original (a) and Original (b). The results obtained with the two orderings were pooled as the question ordering did not affect the proportion of correct answers. Fischer’s exact test for differences in the proportion of correct answers on each of the four questions yielded $p=.22$ or greater on each questionnaire (IV-VI and the original questionnaire). Henceforth, IV refers to the pooled results of questionnaires IVa and IVb, and “original” refers to the pooled results of questionnaires “original (a)” and “original (b)”. The pooled results are shown in Table 3.

The percentage of correct answers to the questions related to flows (Q3a and Q3b) is consistently high across all the questionnaires. However, the results in the accumulation related questions Q4a
and Q4b vary with the questionnaire used. The overall percentage of correct answers is higher with all of the revised questionnaires (I-VI) than with the original questionnaire.

The most important result is that people do give correct answers when asked directly about accumulation (questions Q1-Q2 a, b). For instance, a very high percentage of the participants, who filled questionnaire I or II, answered the question “When did the number of people in the store grow and when did it decline?” correctly, 81 and 89 percent, respectively. Moreover, it seems that when people are positively primed and the misleading cues were not in place (questions Q4a and Q4b, questionnaires I, II), up to 90 percent of the people gave correct answers to the difficult questions such as the one “During which minute were the most people in the store?” The corresponding percentage reported by Cronin et al. (2009) was only 44. For the question “During which minute were there the fewest people in the store?” the percentages of correct answers were as high as 72 and 76. This is a very important difference in the results as Cronin et al. report that only 31 percent were able to give the correct answer.

The percentages of correct answers to questions Q3-Q4 a, b are presented in Table 4. These were the original questions used in the Cronin et al paper. Fischer’s exact test is used to determine whether the percentage of correct answers differs statistically for the revised questionnaires and the original questionnaire. The test compares the percentages of correct answers obtained with the revised questionnaires with the respective percentages obtained with the original questionnaire in the same experiment. The p-values indicate the probability that the percentages of correct answers are due to randomness under the assumption that questionnaire type does not affect performance. Thus, the lower the p-value, the higher the probability that in the experiment under consideration, the revised questionnaire yielded significantly different results than the original questionnaire used in the same experiment.

--- INSERT TABLE 4 HERE ---

The result is that the proportion of correct answers on the flow-related questions (Q3a and Q3b) does not vary with the questionnaire type. In experiment 1, questionnaire I yielded a significantly higher percentage of correct answers than the original questionnaire. In experiment 2, no comparisons are made because the original questionnaire was not used. Nevertheless, it is worth noticing that the performance on the accumulation-related questions is very good. The percentages of correct answers are 89 (Q4a) and 75 (Q4b). The questionnaire III did not produce statistically significantly different results than the original questionnaire in experiment 3.
Finally, in experiment 4, those who filled questionnaires V or VI gave more often a correct answer to question Q4a, than those who had the original questionnaire. The percentage of correct answers on the other accumulation-related question (Q4b) was slightly higher for questionnaire VI than for the original questionnaire.

Summary and discussion of results

In our experiments with the revised questionnaires, we asked the participants about the accumulation phenomenon directly. The percentages of correct answers were 81 (experiment 1) and 89 (experiment 2), showing that almost all of the participants were able to understand accumulation.

Also in the absence of the misleading cues people do indeed perform better in the accumulation related questions of the original task. The conclusion is supported most strongly by the results of experiment 1 where the percentage of correct answers to the questions doubled from 44 to 88 and 90 and from 31 to 72 and 76 when the problematic elements were removed (Table 3). These are clearly essentially higher percentages of correct answers than what is typically reported in studies that use the department store task; see Özge and Vennix (2005) for a review.

It is interesting to interpret these observations from the OR perspective. Based on our experimental results, we see that people’s poor performance in the department store task (Cronin et al., 2009) does not reflect the existence of a new cognitive bias but, rather, shows the pervasiveness of different heuristics and biases in the context of dynamic systems. Various factors may also undermine the correct understanding of the communication about dynamic systems in the process of OR. Specifically, when communicating about dynamic phenomena in model-based problem solving, people are susceptible to multiple framing and priming effects.

Topics for a research agenda in behavioral OR

Behavioral research in decision making and system dynamics gives us the natural starting points for behavioral topics to be studied in the more general field of OR and model based problem solving. While we have focused on the topic of communication with and about models, a similar experimental approach could be applied to studying other stages of the OR process as well. This is because human behavior moderates each stage of the OR process (cf. Ravindran et al., 1976) and mediates the progression through stages. The personality characteristics of optimism and pessimism have been shown to influence DSS use (Korhonen et al., 2008). The client as well as the analyst is subject to behavioral effects. Consider for instance the system dynamics modeling process which according to Sterman (2000) consists of problem articulation, constructing dynamic hypotheses,
model formulation, model testing, and policy formulation and evaluation (simulation). Problem articulation is susceptible to framing effects (Levin et al., 1998), constructing dynamic hypotheses may be influenced by attribution errors (Repenning and Sterman, 2002), model formulation and testing is subject to confirmation biases (Nickerson, 1998). Moreover, as discussed in this paper, communicating model results in graphical form may be misinterpreted by the analyst or the client.

In the present paper, we adopted an experimental research approach to study the process of communication with and about models by drawing on cognitive psychology and research on behavioral decision making. Other research approaches could be adopted as well. Possibilities for different conceptual or theoretical perspectives include cognitive psychology, organizational behavior and sociological theories. On the methodological front, possibilities include experimental set ups, case studies, comparative case studies, ethnography and surveys. Currently, existing research on the practice of OR uses, typically, case-based reasoning. Few notable exceptions have used interviewing (Corbett et al. 1995), surveys (Rouwette et al. 2009) and group communication analysis (Franco and Rouwette 2011). Beyond the different ways of studying the OR process and practice, the list of OR challenges that could be addressed is quite large as well. Topics that have been studied include facilitated problem structuring (French et al. 1998; Franco and Rouwette 2011) and teaching OR (Grenander 1965). Other topics for behavioral research include communication with and about models (addressed in this study), ethical use of OR and non-expert use of OR methods.

Taking these observations into account the following very diverse list of topics in which behavioral research is clearly needed shows the richness and breath of the area. Hopefully it will also stimulate interest in BOR by pointing out new research opportunities.

1. **Model building:** Framing of problems; Definition of system boundaries; Reference dependence in model building: Can we become anchored around a wrong scale or reference point? Variable selection and definition: Are prospect theory related phenomena relevant when choosing the sign (increasing/decreasing) of variables

2. **Communication with and about models:** Effects of graphs and scales used; Effects of visual representation of system models: Comparison of system dynamics diagrams versus traditional simulation and systems engineering diagrams. Effects of education and cultural background of the problem owners
3. **Behavioral and cognitive aspects**: How do biases observed in decision making transfer to OR modeling in general; Mental models; Risk attitudes; Cognitive overloading; Oversimplification, Effects related to human-computer interactions

4. **Personal, social and group processes in OR facilitation**: Group processes in model building and facilitation; Social interaction styles and personality; Implicit goals and hidden agendas in modeling: omission of variables, selection of the scale; Strategic behavior by analyst and stakeholders; Gender effects; Cultural differences and impacts; Face to face vs. online interaction

5. **How to help people find better strategies, Modeling of people in problem solving situations**: What are the optimization criteria used by people in different kind of settings; Learning and belief creation; Human decision maker in the loop models; Heuristics in model use; Bounded rationality in modeling; Crowd behavior in complex situations; People behavior in queuing and waiting for service

6. **Comparative analysis of procedures and best practices**: Comparison of different modeling and facilitation approaches; Usefulness of simple versus complex models

7. **Teaching of OR**: Best practices; Developing systems intelligence skills; Role of software

8. **Ethics and OR**: Behavioral challenges in ethical OR; Untentional biases in model use; Self leadership skills in OR practice

9. **Non-expert use of OR methods**: Pitfalls and risks; Is quick learning possible; Collaboration with experts

In summary, any stage of any OR topic can be opened up through behavioral investigations. While the field of OR has substantive progress to be made in studying the practice of OR, it is notable that the research methods and conceptual frameworks for extending the research program are well-established in other fields. In the field of strategic management, for instance, research on strategic decision processes has been organized into antecedents (or causes), process characteristics and outcomes (Rajagopalan et al. 1993). Similarly, it is possible to envision a research program into the antecedents, characteristics and outcomes of OR processes. Similarly, we need to evaluate and compare OR methods and processes on criteria such as ability to reach consensus, commit to action or challenge a set of assumptions about a given problem situation (e.g. Franco and Montibellier, 2010; cf. Mitroff and Emshoff 1979; Rajagopalan et al. 1993; Schweiger et al. 1986). To improve
the practice it is important to include a behavioral perspective and compare the relative merits of modeling approaches used in different schools of thought in OR.

Conclusions

The two dominant modes of doing academic research on the practice of OR are conceptual discussions (for recent ones see e.g. Menestrel and Van Wassenhove, 2004; Brockelsby, 2009; Rauschmayer et al., 2009; Franco and Montibellier, 2009) and case studies (e.g. von Winterfeldt and Fasolo, 2009). So far, the behavioral lens is lacking completely. To address this gap, we have argued that by empirically investigating the behavioral aspects of the OR process it is possible to shed new light into how the practice of OR can be improved. By doing a series of experiments related to understanding and communication about dynamic systems, we showed that the communication phase of the OR process can be sensitive to priming and framing effects. By paying attention to these effects, the practitioner can improve the effectiveness of OR interventions.

Even more importantly, we also discussed the fact that our experimental approach and a focus on cognitions of individuals is only one possible way to study the OR process in order to make it better. Future research could study the OR process at the individual, group and organizational levels of analysis and apply different theoretical perspectives and empirical research methodologies for studying the OR process. Despite few notable studies, this new research area within OR has not been recognized as an integral part of OR. This, we argued, hinders the betterment of OR practice. By integrating behavioral studies into OR, it is possible to increase the field’s relevance to a wider audience – including economics, finance and marketing – who is interested in improving model-based problem solving.

More broadly, when facilitating an OR process and communicating about models and systems with the clients we also become part of a psychosocial system created by the interaction in the joint problem solving situation. People, with different mental models, expectations and emotional factors bring subjective and active elements into this system, which again becomes a real part of the OR process as has been noted in the OR practice literature (Miser 2001). This too needs to be taken into account in the facilitation process. The new concept, called systems intelligence (Saarinen and Hämäläinen, 2004, Luoma et al., 2010), refers to ones abilities to successfully engage with systems both taking into account the explicit and implicit feedback mechanisms to the non-human and human elements in systems. This perspective helps to see the big picture and create successful communication strategies and ways of acting from within the overall system. People do have these
systems skills, and we believe these are crucial in successful joint problem solving processes in OR too. The concern raised by Ackoff (2006) that systems thinking is not used in organizations can also reflect the lack of systems intelligence skills in organizations (see Hämäläinen Saarinen 2008). It would indeed be of great interest to develop a training program to raise the systems intelligence awareness and skills of OR practitioners to improve their support processes and to find more successful model based problem solving and communication strategies. Developing practitioner skills with a behavioral lens will keep OR alive and interesting for our customers and the society at large.
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Table 1. Description of the questionnaires used in different experiments. The numbers refer to the order in which the question was presented in the questionnaire. A blank cell means that the question or element was not included. The questionnaires Original (a) and (b) are the same as those used by Cronin et al. (2009) in what they call their “baseline experiment”

<table>
<thead>
<tr>
<th>Graph</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IVa</th>
<th>IVb</th>
<th>Va</th>
<th>Vb</th>
<th>Vla</th>
<th>Vlb</th>
<th>Original (a)</th>
<th>Original (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zigzagging curve (Figure 1)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Smooth curve (Figure 2)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Additional elements</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Can’t be determined” box</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Written explanation asked</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The order of questions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1. When did the number of people in the store increase and when did it decrease?</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q2a. When did the number of people in the store increase?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Q2b. When did the number of people in the store decrease?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Q3a. During which minute did the most people enter the store?</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q3b. During which minute did the most people leave the store?</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q4a. During which minute were the most people in the store?</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Q4b. During which minute were the fewest people in the store?</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td></td>
<td></td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. The experiments, questionnaires and the participants.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Questionnaire</th>
<th>Percentage of males</th>
<th>Mean age (range)</th>
<th>Undergraduate</th>
<th>PhD candidate</th>
<th>Holds MSc or equivalent</th>
<th>Holds PhD, LicSc, or equivalent</th>
<th>High School student</th>
<th>Student in a university of applied science</th>
<th>Pre-High school</th>
<th>Other</th>
<th>Technology/planning</th>
<th>Research/education</th>
<th>Management</th>
<th>Art</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (N = 69)</td>
<td>All</td>
<td>78</td>
<td>20 (18-28)</td>
<td>99</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I (N = 32)</td>
<td></td>
<td>93</td>
<td>20 (19-22)</td>
<td>97</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original  (N = 37)</td>
<td></td>
<td>65</td>
<td>20 (18-28)</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>χ² (1, N=67) = 7.73</td>
<td></td>
<td>F(1, N=67) = .94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>χ² (1, N=67) = 1.25</td>
<td></td>
<td></td>
<td>p = 0.01</td>
<td>p = 0.34</td>
<td>p = 0.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 (N=63)</td>
<td>II (N=63)</td>
<td>83</td>
<td>20 (18-41)</td>
<td>98</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>97</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 (N=219)</td>
<td>All</td>
<td>77</td>
<td>23 (18-37)</td>
<td>93</td>
<td>0.5</td>
<td>6</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>78</td>
<td>5</td>
<td>15</td>
<td>0</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>III (N=113)</td>
<td></td>
<td>76</td>
<td>23 (18-30)</td>
<td>94</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>77</td>
<td>5</td>
<td>15</td>
<td>0</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original  (106)</td>
<td></td>
<td>78</td>
<td>23 (18-37)</td>
<td>92</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>79</td>
<td>4</td>
<td>16</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>χ² (1, N=67) = 0.11</td>
<td></td>
<td>F(1, N=213) =1.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>χ² (3, N=209) = 3.52 ,</td>
<td></td>
<td></td>
<td>p = 0.74</td>
<td>p = 0.20</td>
<td>p = 0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 (N = 201)</td>
<td>All</td>
<td>70</td>
<td>29 (17-65)</td>
<td>64</td>
<td>12</td>
<td>17</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>64</td>
<td>8</td>
<td>17</td>
<td>4</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>IV (N=51)</td>
<td></td>
<td>63</td>
<td>29 (17-65)</td>
<td>65</td>
<td>4</td>
<td>24</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>69</td>
<td>13</td>
<td>20</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>V (N=52)</td>
<td></td>
<td>73</td>
<td>29 (19-62)</td>
<td>60</td>
<td>23</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>56</td>
<td>12</td>
<td>16</td>
<td>6</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>VI (N=50)</td>
<td></td>
<td>83</td>
<td>29 (19-61)</td>
<td>63</td>
<td>10</td>
<td>16</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>68</td>
<td>11</td>
<td>13</td>
<td>2</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Original  (N=48)</td>
<td></td>
<td>60</td>
<td>28 (19-57)</td>
<td>69</td>
<td>13</td>
<td>15</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>65</td>
<td>4</td>
<td>19</td>
<td>2</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>χ² (3, N=199) = 7.65,</td>
<td></td>
<td>F(3, N=193) =.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>χ² (12, N=194) = 9.61 ,</td>
<td></td>
<td></td>
<td>p = 0.05</td>
<td>p = .97</td>
<td>p = 0.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>χ² (12, N=194) = 9.61,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>p = .65</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

p = .97 p = 0.65 p = .65
Table 3. The percentage of correct answers to different questions in the different questionnaires.

<table>
<thead>
<tr>
<th>Question</th>
<th>Our experiments</th>
<th>Cronin et al (2009) experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1. When did the number of people in the store increase and when did it decrease?</td>
<td>81 (N=32)</td>
<td>-</td>
</tr>
<tr>
<td>Q2a. When did the number of people in the store increase?</td>
<td>75 (N=63)</td>
<td>75 (N=37)</td>
</tr>
<tr>
<td>Q2b. When did the number of people in the store decrease?</td>
<td>77 (N=113)</td>
<td>77 (N=63)</td>
</tr>
<tr>
<td>Q3a. During which minute did the most people enter the store?</td>
<td>92 (N=51)</td>
<td>92 (N=106)</td>
</tr>
<tr>
<td>Q3b. During which minute did the most people leave the store?</td>
<td>92 (N=52)</td>
<td>92 (N=106)</td>
</tr>
<tr>
<td>Q4a. During which minute were the most people in the store?</td>
<td>92 (N=47)</td>
<td>92 (N=106)</td>
</tr>
<tr>
<td>Q4b. During which minute were the fewest people in the store?</td>
<td>92 (N=193)</td>
<td>92 (N=106)</td>
</tr>
</tbody>
</table>

*a The answers to variants a and b of questionnaires IV, V, VI and Sterman are pooled.

Table 4. The percentages of correct answers to questions Q3a, b and Q4a, b in the different experiments.

<table>
<thead>
<tr>
<th>Question</th>
<th>Experiment 1</th>
<th>Experiment 2</th>
<th>Experiment 3</th>
<th>Experiment 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q3a. During which minute did the most people enter the store?</td>
<td>95 (N=32)</td>
<td>95 (N=37)</td>
<td>92 (N=63)</td>
<td>92 (N=51)</td>
</tr>
<tr>
<td>Q3b. During which minute did the most people leave the store?</td>
<td>95 (N=32)</td>
<td>95 (N=37)</td>
<td>92 (N=63)</td>
<td>92 (N=51)</td>
</tr>
<tr>
<td>Q4a. During which minute were the most people in the store?</td>
<td>88 (p&lt;0.0001)</td>
<td>90 (N=63)</td>
<td>58 (N=113)</td>
<td>55 (N=51)</td>
</tr>
<tr>
<td>Q4b. During which minute were the fewest people in the store?</td>
<td>72 (p&lt;0.0001)</td>
<td>76 (N=63)</td>
<td>57 (N=113)</td>
<td>50 (N=51)</td>
</tr>
</tbody>
</table>
Figure 1. The graph shown to the participants in the original questionnaire representing the number of people entering and leaving the department store, redrawn after Cronin et al. (2009).

Figure 2. Revised graph with smoother curves for the number of people entering and leaving the department store.