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1 Introduction

This study examines district heating (DH) in Finland and focuses on developing
Mixed Integer Linear Programming (MILP) models for medium-term produc-
tion planning. MILP is chosen because it has been used in similar problems
successfully [1, 2, 3, 4, 5]. Special algorithms have been developed for normal
CHP production and trigeneration, but multigeneration complicates efficient
formulation especially in a dynamic context [6, 7]. The objective is to minimize
costs, which mostly consist of fuel and emission rights procurement.

The modeling principle is quite universal, but especially taxing and demand
profiles may change. Also eletricity markets and the main product or produc-
tion driver, in this case heat, can be different. Often there needs to be multiple
periods every day to catch demand and price peaks which affect production.
Thousands of periods will be optimized for each year making dynamic problems
very heavy in terms of calculation. Medium-term planning is used for a time
horizon of one to three years, meaning the model is used for controlling future
commodity procurements and their hedging, contrary to daily operation or in-
vestment decisions. Sometimes long-term planning is used in the same sense
within energy production planning.

Heat production is a significant business in Nordic countries, where heat is used
for warming both private and business properties, and for hot water supply.
The winters are very cold with the January average temperature being -4,2 ◦C
in Helsinki and -14,1 ◦C in Sodankylä [8]. Heat consumption is almost directly
proportional to temperature and Finland’s cold weather resulted in 32,4 TWh
of district heat sales in 2009 which equaled 1,82 billion euros, average price
being 56,2 e/MWh. For comparison, electricity cost around 70 e/MWh for
consumers [9]. District heating had a 47% market share in heating, suppling
2,62 million residents with warm homes [10].

To understand the costs of production we must take into account the prices
of the main fuels, coal and natural gas (NG) [10]. According to IMF, the
average prices were 77,0 $/ton for Australian export coal and 318,8 $/1000m3

for Russian NG in Germany [11]. Using the average exhange rate and energy
contents, this translates as roughly 8 e/MWh and 21 e/MWh, respectively
[12, 13, 14]. Adding taxes of 50,5 e/ton and 2,1 e/MWh increases the prices
to 16 e/MWh and 23 e/MWh [15, p. 135]. In 2011, the tax is 128,1 e/ton for
coal, and rising until 2015, 13,7 e/MWh for NG [16]. We can see that taxation
plays a major part in fuel prices. Another source of energy, peat, cost about 14
e/MWh and was not taxed in 2009 [9, 15, p.132].

Combined heat and power (CHP) production differs from the use of traditional
heat-only boilers (HOB) in that both heat and power are extracted from the
burning process. In separate heat and power (SHP) production power is mostly
generated as condensing power at thermal power plants (TPP). CHP’s advan-
tage lies in having a higher overall efficiency (many sources report up to 90%
[17, p.6], [18, 19, p. 7]), especially when comparing to TPPs whose efficiency
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2 DISTRICT HEATING AND SUPPLY NETWORKS

is often 30-40 % for nuclear power plants and up to 60 % for new combined
cycle gas turbines (CCGT) [20, 21]. The produced power-to-heat ratio of CHP
plants varies from 1:3 to 4:3 which means 25-55% of the produced energy is
power [22, 17, p.6]. The electrical efficiency of individual turbines is often close
to 30% [22]. The higher the ratio, the more we can benefit from producing CHP
electricity at a lower cost than with TPPs. Of course, sometimes electricity is
not worth producing, as it is a volatile product with a wide price range.

Often a single CHP plant using one fuel for production can be set up to provide
heat for a local community and steam for a few industrial clients, and it is simple
to operate as production is determined by heat and steam demand. CHP plants
can be more cost efficient when they have multiple fuel sources and are used
in a large city with high demand, connected by an extensive district heating
supply network. Commodity prices tend to be rather volatile in deregulated
markets which affects production costs. We can optimize upcoming production
by choosing the most affordable combination of operating the plants to satisfy
the energy product demands during all periods in the optimization run.

The commodity requirement results can be used for hedging to partly secure
a margin. However, then a decision needs to be made whether to use price
forecasts or the market forward prices in the model. Using price estimates can
produce more stable output but hedging is done with current market prices.

2 District heating and supply networks

District heating (DH) is a popular means of producing heat in densily populated
areas, especially cities. Centralizing the production to large plants allows more
efficient technology, which has enough benefits to cover the transfer losses. Heat
is brought to customers by heating water with boilers in heat plants and circu-
lating it in the supply network where heat exchangers capture the heat before
the water returns to the plant. [1]

In a system with multiple production units, the heat plants differ in their con-
figuration. In the simplest CHP plants, a boiler burns fuel to transform the fuel
energy F into heat energy Q; hot steam or water, with efficiency η (Q = ηF ).
The medium is then driven through a turbine with a specific electric efficiency
α (P = αQ). The remaining heat is circulated in the DH network. Electricity
is sold to market. See Figure 1.

A more complex plant has several boilers and turbines using a range of fuels, and
has low-, medium- and high pressure steam production for industry clients and
district cooling. The boiler steam output can be interconnected and divided
between turbines. Steam is extracted from specific points in the process to
obtain multiple pressure levels. Industry clients are mostly local whereas heat
can be distributed in a widespread area. A fraction of electricity is used for
plant functions and the rest is sold to market. See Figure 2.
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2 DISTRICT HEATING AND SUPPLY NETWORKS

Figure 1: Diagram of a simple CHP plant

Figure 2: Diagram of a complex CHP plant

The DH networks can extend up to hundreds of kilometers in total pipelength,
for example the pipelength of Stockholm’s distribution system is 765 kilometers
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3 MODELING COMBINED HEAT AND POWER SYSTEMS

[23]. In these cases, production and consumption is often centred in a few
separate areas. The networks within the areas are designed to operate within
local consumption but there are capacity limitations in pipelines connecting the
areas. See Figure 3.

Figure 3: Example of a DH network

3 Modeling combined heat and power systems

Modeling the DH system is based on the idea that the system consists of nodes
and arcs. In every node, there must be an energy balance. The sum of incoming
energy flows multiplied by efficiencies in the respective arcs must equal the sum
of outgoing energy flows. The types of flows in the node are defined by its type.
The efficiency can be one for some flows, such as short pipes inside plants, so
that no energy is lost in transfer. Nodes can be boilers, junctions, turbines,
coolers, storages, plant output, demand areas or waste heat dumping points.
For example, boilers require fuel energy and produce an amount hot water or
steam which equals the product of boiler efficiency and inputted fuel energy. In
a demand area node, the output is simply the estimated demand of the energy
product.

Some nodes contain a single input and multiple outputs or vice versa. Those
nodes exist purely to clarify the modeling principle and the multiple outputs or
inputs should be added as the multiple outputs or inputs of the node that acted
as the other end of the single input or output to reduce variables and speed up
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3 MODELING COMBINED HEAT AND POWER SYSTEMS

calculation. This attribute follows from energy balance equalities. The principle
is shown in Figure 4.

Figure 4: Energy balance in a node

3.1 Assumptions

3.1.1 Linearity

A linear minimization problem can be presented in canonical form but sets are
introduced together with parameters to clarify the following formulation:

min (cTx+ eT y)

s.t. Ax+Dy ≤ b
x ≥ 0

y ≥ 0 and integer

(3.1)

The overall cost must be a linear function of the decision variables which include
production and flow volumes, and equipment binary states. Increasing marginal
costs cannot be included, but the cost function can be estimated as a piecewise
linear function. Also the constraints must be linear equations of the variables.

3.1.2 Discrete variables

When there is a dynamic or selective constraint or cost, for example a minimum
down time or a start-up cost, integer or binary variables must be used. To
speed up the calculation we relax the problem, allowing the integer and binary
variables to be continuous, only demanding that binary variables are between
0 and 1. Then we will get a solution in the first optimization run. In practice,
when we have a binary variable telling us whether a plant is running during a
time period and it gets a value 0.5 in the solution, it is hard to interpret and
the result is infeasible. But from the commodity requirement results’ point of
view, this is not necessarily a problem, because the production amounts and fuel
needs can be quite close to the solution with valid integer and binary values. [1]
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3 MODELING COMBINED HEAT AND POWER SYSTEMS

3.1.3 Subsequent optimizations

In large systems the number of decision variables can be too large and the
calculation cannot be completed in a reasonable time. It is possible to divide
the optimization into smaller problems covering continuous time intervals. The
intervals can range from two weeks to several months or even some years. It
is important to execute the optimization consecutively so that the equipment
states from the previous optimized time interval can be passed as parameters
to the next one. Stored heat levels at beginning and at the end of the intervals
should be set to the average level to avoid storage emptying. It needs to be
tested what the optimal length is, because shorter intervals provide less optimal
solutions as they accelerate calculation.

3.1.4 Time periods

Fixed parameters are used during each time period in the planning horizon.
Hourly time periods are often sufficient, as prices or demand do not change too
much within them. To simplify the problem, even longer periods may be used.
A day might for example be divided in four to twenty four periods of varying
lengths. Daily demand and price profiles should be investigated to discover
functional periods.

Commodity prices are often received as monthly forward prices or spot esti-
mates, and demand forecasts can be daily or monthly. They can be converted
to period compatable input by taking the average from the hourly demand and
price profiles. Heat modeling and price estimation are complex tasks, and need
to be examined separately [24, 25].

3.1.5 Plants

The power-to-heat ratio for a turbine is the ratio of the produced power and the
produced heat. In reality the ratio changes marginally according to the amount
of heat produced, but in the model it is assumed constant or as a fixed range.
Production level dependent ratios could be included in the model by choosing
several points from the curve and formulating the boiler as several mutually
exclusive boilers with relevant heat capacity constraints. However, this would
require a lot more variables and the effect on the optimal solution would be very
small.

3.1.6 Supply network

The model has a simplified network so that we only consider major demand areas
and the main pipes connecting them. We can do this because only the demanded
heat amount inside a demand area will flow in it and the area’s network has
capacity for the highest possible demand. The heat that flows through the area
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3 MODELING COMBINED HEAT AND POWER SYSTEMS

to other demand areas does so using the main pipelines, which have capacity
constraints in the model. This simplification speeds up the model very much.
The demand for an area must then be demand for production, not for delivered
heat, because the heat losses inside areas cannot be modeled. Either a transfer
efficiency or a cost should be applied for the pipelines to avoid circulation.

3.1.7 Heat and fuel storages

We assume that there are no variable costs in storing heat, because the in-
vestments have already been done. Some heat is lost between intervals. Fuel
storages are not modeled and all fuel is delivered during its usage. The storages
are always assumed to be within limits, when the production is within capacity.
The cost of burning fuel is the realized spot price because selling is alternative
to burning.

3.1.8 Commodity markets

The revenues for heat and cooling are assumed to be fixed given that the de-
mands must be satisfied because the sales volume is then fixed and price is not
affected by production. We do not need to add the revenues to the cost opti-
mization model because they do not affect the optimal solution. In contrast, the
produced electricity amount can be adjusted so it must be added as a negative
cost to the objective function. The prices which are used as parameters must
reflect the real price for buying the commodity (CO2 content cost, freight, taxes
etc.) or selling the commodity (electricity area price) at the time of production.

It is recommended that the spot price is used for fuels even though the physical
purchase would take place some weeks ahead of time. The physical purchase
price risk must be eliminated by executing opposing trades with financial assets.
All the markets are assumed to be unrestricted.

3.2 Decision variables

The sets used in the model are introduced in Table 1. The problem could be
constructed using only nodes, arcs and their parameters, but sets add readability
of the formulation. Parenthesis can be used with sets to pick a corresponding
element e.g. d = D(p)|p ∈ P refers to the demand point d corresponding to
the plant output p and A(D) refers to the arcs connecting demand points. The
intervals in set I refer to the time periods in a single optimization run spanning
a few hours that were discussed in the assumptions above, and should not be
confused with the time frames of subsequent optimizations.

The decision variables with which the cost is minimized are simply the flows
between nodes and the operating statuses of the nodes as well as accumulated
storage heats. They involve the produced energy amount in boilers, flows within
the plants, flows of the energy products, i.e. heat, steams and cooling, to demand
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3 MODELING COMBINED HEAT AND POWER SYSTEMS

Table 1: Sets used in the model
Set Description
I Intervals
E Energy products
F Fuel emission gases
N All nodes
A All arcs
P ⊂ N Plant output points
B ⊂ N Boilers
J ⊂ N Junctions in plants
T ⊂ N Turbines
C ⊂ N Coolers
H ⊂ N Heat storages
D ⊂ N Demand point
W ⊂ N Waste heat dumping ground
N = P ∪B ∪ J ∪ T ∪ C ∪H ∪D ∪W

points and stored heat amounts. The operating statuses concern only equipment
nodes; boilers, turbines and coolers. The used decision variables are shown in
Table 2. All demand points are associated with a single energy product and
demand. Each flow carries a certain energy product.

Table 2: Decision variables used in the model
Variable Unit Description
All the variables are interval dependent, i is omitted

fn,m MW Energy flow between nodes n and m
eh MWh Energy in heat storage h
rn binary On-off running state of equipment in node n
sn binary On-off start-up state of equipment in node n

3.3 Parameters

When a boiler can consume multiple fuels, the cheapest fuel mix should be
chosen as input so that within consumption constraints, maximum percentages
of the most affordable fuels are used. Basically the fuel cost [fc]b and emission
parameters λb,fe, [fe] must be updated accordingly. Multiple fuels for a single
boiler can be modeled as exclusive boilers with separate fuels but it increases
the amount of variables. Analyzing and adjusting input and then solving the
simplified problem is quicker than calculation with more decision variables.
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3 MODELING COMBINED HEAT AND POWER SYSTEMS

Table 3: Parameters used in the model
Parameter Unit Description
τi h Length of interval i
eh,std MWh Standard heat level in storage h
rn,imin−1 binary Previous running state of equipment in node n
All the following parameters are interval dependent, i is omitted
[dm]d MW Demand in demand point d
[ep] e/MWh Electricity price
ηn,m % Transfer efficiency between nodes n and m
ηn % Efficiency of equipment in node n
λb,fe ton/MW Ratio of gas emission fe from fuel usage in boiler b
ηh %/h Hourly efficiency of heat storage h
[tc]n,m e/MWh Transfer cost between nodes n and m
[fc]b e/MWh Fuel cost for boiler b
[rc]n e/h Running cost for equipment in node n
[sc]n e Start-up cost for equipment in node n
[ie]n MW Lower bound for equipment n input energy
[ie]n MW Upper bound for equipment n input energy
[de]n MW Lower bound for equipment n input energy change
[de]n MW Upper bound for equipment n input energy change
τn,1 h Minimum on time for equipment n
τn,0 h Minimum off time for equipment n
αt % Lower bound for power-to-heat ratio of turbine t
αt % Upper bound for power-to-heat ratio of turbine t
βc % Lower bound for cooling-to-heat ratio of cooler c
βc % Upper bound for cooling-to-heat ratio of cooler c
fn,m MW Lower bound for flow between nodes n and m
fn,m MW Upper bound for flow between nodes n and m
eh MWh Lower bound for heat energy in storage h
eh MWh Upper bound for heat energy in storage h
rn binary Lower bound for running state
rn binary Upper bound for running state
sn binary Lower bound for start-up state
sn binary Upper bound for start-up state
[fe] ton Upper bound for fuel emission gas fe

3.4 Problem formulation

Using the above notation and variables, the problem can be formulated as fol-
lows. Notice that the interval subscript i is omitted to avoid repetition except
in dynamic constraints. The problem can be written in the canonical form
presented in Equation (3.1).
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3 MODELING COMBINED HEAT AND POWER SYSTEMS

min
∑
I

[∑
b∈B

(
[fc]b

τ
∑

(b,j)∈A fb,j

ηb

)
− [ep]τ

∑
(j,p)∈A|p∈P (el)

fj,p+

∑
j∈B∪T∪C

([rc]jτrj + [sc]jsj) + τ
∑

a∈A(D)

[tc]afa + τ
∑

(j,w)∈A|w∈W

[tc]j,wfj,w

]
(3.2)

s.t.
eh,imin

= eh,std
eh,imax

= eh,std
∀i ∈ I :

∀d ∈ D :
∑

(j,d)∈A|j∈(D\d)∪P

ηj,dfj,d −
∑

(d,k)∈A|k∈(D\d)

fd,k = [dm]d

∀p ∈ P :
∑

(j,p)∈A|j∈B∪T∪C∪J

ηj,pfj,p = fp,D(p)

∀n ∈ T ∪ C : ηn
∑

(j,n)∈A

ηj,nfj,n =
∑

(n,k)∈A

fn,k

∀j ∈ J :
∑

(k,j)∈A

ηk,jfk,j =
∑

(j,l)∈A

fj,l

(3.3)

∀n ∈ B ∪ T ∪ C : [ie]nrn ≤
∑

(n,k)∈A fn,k

ηn
≤ [ie]nrn

∀t ∈ T : αt
∑

(t,k)∈A|k/∈P (el)

ft,k ≤ ft,P (el) ≤ αt
∑

(t,k)∈A|k/∈P (el)

ft,k

∀c ∈ C : βc
∑

(c,k)∈A|k/∈P (co)

fc,k ≤ fc,P (co) ≤ βc
∑

(c,k)∈A|k/∈P (co)

fc,k

∀[fe] ∈ F :
∑
b∈B

λb,fe

∑
(b,k)∈A fb,k

ηb
≤ [fe]

∀a ∈ A : fa ≤ fa ≤ fa

(3.4)

10



3 MODELING COMBINED HEAT AND POWER SYSTEMS

∀n ∈ B ∪ T ∪ C :

[de]n ≤
1

ηn

 ∑
(n,k)∈Ai

f in,k −
∑

(n,k)∈Ai−1

f i−1n,k

 ≤ [de]n

rn,i−1 − rn,i + sn,i ≥ 0

rn ≤ rn ≤ rn
0 ≤ sn ≤ 1 (if relaxed)

∀j = i−max([τn,1 as intervals at i], 1) + 1 . . . i− 1 :

rn,j − rn,j−1 ≤ rn,i
∀j = i−max([τn,0 as intervals at i], 1) + 1 . . . i− 1 :

rn,j−1 − rn,j ≤ 1− rn,i

∀h ∈ H : eh,i = η
τi−1

h eh,i−1 + τi

 ∑
(j,h)∈A

ηj,hfj,h −
∑

(h,k)∈A

fh,k


∀n ∈ B ∪ T ∪ C : rn, sn binary (unless relaxed)

(3.5)

3.5 Objective function

min
∑
I

[∑
b∈B

(
[fc]b

τ
∑

(b,j)∈A fb,j

ηb

)
− [ep]τ

∑
(j,p)∈A|p∈P (el)

fj,p+

∑
j∈B∪T∪C

([rc]jτrj + [sc]jsj) + τ
∑

a∈A(D)

[tc]afa + τ
∑

(j,w)∈A|w∈W

[tc]j,wfj,w

]

The objective function in Equation (3.2) is shown above. It consists of five
parts: fuel costs, electricity sales revenues, running and start-up costs, transfer
costs and heat dumping costs. Fuel costs from each boiler are calculated by
dividing the heat produced by the boiler efficiency and multiplying by the fuel
cost for the boiler and interval length. The amount of electricity is the sum of
incoming flows to plant outputs of electricity type.

Running costs are hourly whereas the much more significant occur only once
when a piece of equipment is started. Transfer costs can be used in rented supply
networks. Some of the heat might be dumped as waste because of capacity
constraints or to get revenues for a fuel with negative costs (waste plants).

More relevant costs can be added by using the decision variables and increasing
the amount of parameters. For example storage costs would be easy to add.
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3.6 Constraints

The constraints from Equations (3.3), (3.4) and (3.5) are explained below.

3.6.1 Energy balance and demand satisfaction

∀d ∈ D :
∑

(j,d)∈A|j∈(D\d)∪P

ηj,dfj,d −
∑

(d,k)∈A|k∈(D\d)

fd,k = [dm]d

∀p ∈ P :
∑

(j,p)∈A|j∈B∪T∪C∪J

ηj,pfj,p = fp,D(p)

∀n ∈ T ∪ C : ηn
∑

(j,n)∈A

ηj,nfj,n =
∑

(n,k)∈A

fn,k

∀j ∈ J :
∑

(k,j)∈A

ηk,jfk,j =
∑

(j,l)∈A

fj,l

The main principle in an energy system is the conservation of energy. For
demand points, demand equals the net imports from other demand points and
plant output points. A connection, or flow, exists only between nodes with
similar energy products. Often there is a large supply network for only heat
and other products are produced locally.

Plant output points have a simple constraint. Incoming energy from boilers,
turbines, coolers and junctions in plants equals the outgoing energy to the cor-
responding demand point. Plant output points should be eliminated in the final
version of the formulation by inserting the expression for flow to the demand
point in the demand point energy balance.

For turbines and coolers, there is an efficiency measure that is used for incoming
energy to account for the energy losses in the process. Junctions in the plants
only collect energy from several sources and pass it to the next nodes in the
energy production process.

12



3 MODELING COMBINED HEAT AND POWER SYSTEMS

3.6.2 Production and flow

∀n ∈ B ∪ T ∪ C : [ie]nrn ≤
∑

(n,k)∈A fn,k

ηn
≤ [ie]nrn

∀t ∈ T : αt
∑

(t,k)∈A|k/∈P (el)

ft,k ≤ ft,P (el) ≤ αt
∑

(t,k)∈A|k/∈P (el)

ft,k

∀c ∈ C : βc
∑

(c,k)∈A|k/∈P (co)

fc,k ≤ fc,P (co) ≤ βc
∑

(c,k)∈A|k/∈P (co)

fc,k

∀[fe] ∈ F :
∑
b∈B

λb,fe

∑
(b,k)∈A fb,k

ηb
≤ [fe]

∀a ∈ A : fa ≤ fa ≤ fa

Production cannot exceed equipment capacity. Capacity constraints are usually
given for inputted energy, so the produced energy is divided by the efficiency.
The bounds are multiplied by running status to indicate that the constraint
is active only during production. Also, it forces the status on when energy is
produced. The operating status variables are not needed for equipment that
has no operating costs or minimum up or down times. In turbines power must
be produced according to the power-to-heat ratio and in coolers cooling accord-
ing to the cooling-to-heat ratio. All energy flow except power and cooling is
interpreted as heat in turbines and coolers.

Emissions are controlled by adding the emissions from each boiler and demand-
ing the sum to be less than the upper bound for the emitted gas. Each boiler
has ratios for how much emissions are generated from burning its fuel. All the
flows have their own lower and upper bounds. Instead of having two variables
for a single pipeline one can have a negative lower bound for the flow.
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3 MODELING COMBINED HEAT AND POWER SYSTEMS

3.6.3 Dynamic constraints

∀n ∈ B ∪ T ∪ C :

[de]n ≤
1

ηn

 ∑
(n,k)∈Ai

f in,k −
∑

(n,k)∈Ai−1

f i−1n,k

 ≤ [de]n

rn,i−1 − rn,i + sn,i ≥ 0

rn ≤ rn ≤ rn
0 ≤ sn ≤ 1 (if relaxed)

∀j = i−max([τn,1 as intervals at i], 1) + 1 . . . i− 1 :

rn,j − rn,j−1 ≤ rn,i
∀j = i−max([τn,0 as intervals at i], 1) + 1 . . . i− 1 :

rn,j−1 − rn,j ≤ 1− rn,i

∀h ∈ H : eh,i = η
τi−1

h eh,i−1 + τi

 ∑
(j,h)∈A

ηj,hfj,h −
∑

(h,k)∈A

fh,k


∀n ∈ B ∪ T ∪ C : rn, sn binary (unless relaxed)

We need dynamic constraints for ramp conditions, start-up costs, minimum up
or down time or storages. Dynamic constraints are problematic because the
problem cannot be separated into individual period-wise problems which are
faster to solve. The first constraint requires the change in production to be
within an allowed range. The second one links running and start-up variables.
Lower and upper bounds for running can be used to force a maintenance break.
The start-up variables must be constrained between zero and one if the problem
is relaxed and integer variables are not required (which produces an infeasible
but possibly accurate enough solution, discussed in Section 3.1.2).

The minimum up (and down) times are constructed by requiring the piece of
equipment to be on (off) if it has been switched on (off) within the given mini-
mum time. Heat storages lose heat based on their hourly efficiency and interval
lenghts. The storage heat level equals the previous level adjusted by period
efficiency plus net imports from all connected nodes.

3.7 Motivation for the chosen model

A MILP model with straightforward formulation was chosen for the problem
because a) of its suitability for the problem, b) of its successful application in
CHP production planning [1, 2, 3, 4, 5] and c) the dynamics and multidimen-
sional plant characteristics pose a challenge for optimized formulation [7]. Also
dynamic programming (DP) [26, 27], Lagrangian relaxation (LR) [7, 28, 29],
genetic algorithms (GA) [30] have been applied to unit commitment problems.
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3.8 Some algorithms

The most common algorithm for solving linear problems is Simplex, and its
modified form, the Revised Simplex [31, 32, Ch. 3]. There are also algorithms
which are developed specifically for optimizing CHP plants, most notably Power
Simplex (PS) and Extended Power Simplex (EPS) [33]. They take advantage of
the fact that we can often formulate cost as a convex function of heat and power
production, and no dynamic constraints are allowed. In non-convex situtations,
often due to dynamic or other integer constraints, we can use the Envelope-
based Branch & Bound (EBB) [6]. However these algorithms do not allow
multigeneration in a sophisticated production network.

When there are discrete (integer or binary) variables, Branch & Bound (BB) [34]
should be used to obtain the correct solution. Other cutting plane algorithms
are also worth investigating [35]. In some situations, the discrete variables can
be relaxed to be continuous and the solution will remain accurate enough [1, p.
10]. This should be tested, as BB is a computationally intensive algorithm and
significant time savings can be achieved.

3.9 Sensitivity analysis

Simplex provides an easy way to acquire ranges for the decision variables in
which the solution is optimal, as well as reduced cost that expresses the value
of relaxing constraints. In large systems there can be multiple solutions which
are close to the optimal one. The optimal solution range becomes so small
that it does not contain enough information for risk analysis. A better approch
for sensitivity analysis is to model parameters with simulation, as prices and
demands often correlate and have stochastic elements. By optimizing with the
different scenarios a discrete distribution of solutions is created for cost and
commodity requirements. Of course, calculation must be quick and a more
approximate model without dynamics can be used for this purpose if it proves
accurate.

4 Conclusions

In this study we have examined how to construct MILP models for production
cost optimization in multifuel and multigeneration CHP systems. The model can
be used for hedging the commodity requirements of future production. Multiple
energy products i.e. heat, power, steam and cooling make the problem difficult
to model using efficient formulation and algorithms. Dynamic constraints from
heat storages, start-up costs or ramp constraints increase complexity.

In a complex environment the problem must be formulated logically and clearly.
A network approach provides intuitiveness to the formulation process. An en-
ergy balance is required for each node in the network and the nodes have differ-
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ent constraints based on their type. Production is driven by the energy product
demand constraints, except electricity which has a flexible market.

Time complexity becomes a problem in medium-term production planning where
the time horizon extends from one to three years. Increasing time period lengths,
dividing the problem into several subproblems, relaxing integer variables, simpli-
fying the supply network, replacing some variables with expressions and pre-run
parameter optimization are suggested as cures. Especially parameter scenario
based sensitivity or risk analysis requires fast performance and rougher models
can be constructed for that purpose.

Special care should be taken in choosing the inputs. Markets might overreact
to news during the optimization time horizon, and using different prices for a
certain period along the way will cause variance in the solution. More stable
price estimates will give results that reflect the future production more accu-
rately. However, hedging is executed with current market prices and then the
difference between the estimate and the current price should act as a trading
trigger. Also, demand input includes losses which are not handled in the model.
The cheapest fuel combination for a boiler should be used as input unless boiler
fuel selection is modeled.

This study is based on experiences in validating a production cost optimization
model for a Nordic energy company. The model had a time horizon of some
years and there were 50 to 150 thousand variables for each interval that was
optimized. The calculation times ranged from 20 seconds to two minutes on a
regular laptop. The General Algebraic Modeling System (GAMS) [36] was used
for problem formulation and a compatible commercial solver for calculation.
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