
Aalto University
School of Science
Master’s Programme in Mathematics and Operations Research

Cosmo Jenytin

Should a machine be trusted?
A study on the effect of explainable artificial in-
telligence on trust in automated machine learn-
ing

Master’s Thesis
Espoo, July 15, 2021

Supervisor: Professor Antti Punkka
Advisors: Jorge Torres MSc (Eng), MindsDB Inc.

Tuomas J. Lahtinen DSc (Tech), Aalto SCI

The document can be stored and made available to the public on the open
internet pages of Aalto University. All other rights are reserved.



Aalto University
School of Science
Master’s Programme in Mathematics and Operations Re-
search

ABSTRACT OF
MASTER’S THESIS

Author: Cosmo Jenytin
Title:
Should a machine be trusted? A study on the effect of explainable artificial intel-
ligence on trust in automated machine learning
Date: July 15, 2021 Pages: vii + 132
Major: Systems and Operations Research Code: SCI3055
Supervisor: Professor Antti Punkka
Advisors: Jorge Torres MSc (Eng)

Tuomas J. Lahtinen DSc (Tech)
This thesis explores the effect of explainable artificial intelligence (XAI) on user
trust in automated machine learning (AutoML). AutoML promises to democ-
ratize data science but can also decrease the transparency of machine learning
(ML) models. To ensure appropriate reliance on AutoML systems, users must be
able to calibrate their trust to match the actual reliability of the systems; trans-
parency is essential for this. XAI has shown promising results, but its effect on
user trust in AutoML, especially in information-heavy prediction contexts, such
as time series forecasting, has received little attention.

To study the feasibility of utilizing XAI techniques to affect trust in AutoML
we conduct a randomized controlled trial (RCT). We focus specifically on non-
experts and multivariate time series predictions. We adapt and develop three
XAI techniques for the experiment, based on a review of the literature on trust,
AutoML, and XAI. Trust is measured both as attitudinal trust—based on a
questionnaire—and behavioral trust, operationalized as a participant switching
their prediction to align with that of the AutoML system.

We find that XAI has a statistically significant—but relatively small—effect on
measured attitudinal trust, and that two XAI-enabled systems are trusted more
and one less than the control. The effect on measured behavioral trust is the
opposite: all treatment AutoML systems are trusted less, but this effect is not
statistically significant. XAI has shown promise in increasing model transparency
and user trust in previous research; nevertheless, our results indicate this effect
is context-dependent. Earlier experiments have utilized somewhat simpler tasks
than ours, and this is likely an important factor. Future work on XAI that pro-
vides transparency without overwhelming the users is encouraged, and limitations
and additional avenues of future work are discussed.
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Detta diplomarbete utforskar effekten av förklarbar artificiell intelligens (XAI) på
förtroende för automatiserad maskininlärning (AutoML). AutoML strävar efter
att demokratisera data science, men kan också minska transparensen i maski-
ninlärning (ML). För att säkerställa lämplig förlitan på AutoML-system, måste
användare kunna kalibrera sitt förtroende så att det överensstämmer med syste-
mens verkliga tillförlitlighet; transparens är väsentligt för detta. XAI har gett
lovande resultat, men endast lite uppmärksamhet har ägnats åt dess effekt på
användarnas förtroende för AutoML, speciellt i informationsdryga prediktions-
sammanhang, såsom tidsserieprediktion.

För att studera möjligheten att påverka förtroende för AutoML med XAI-tekniker
utför vi en randomiserad kontrollerad studie (RCT). Vi fokuserar specifikt på
icke-experter och multivariata tidsserieprognoser. Vi anpassar och utvecklar tre
XAI-tekniker för experimentet, baserat på en litteraturöversikt över förtroende,
AutoML och XAI. Förtroende mäts både som attityd – baserat på ett frågefor-
mulär – och som beteende, definierat som att en deltagare ändrar sin prognos så
att den stämmer överens med den prognos som AutoML-systemet gett.

Vi observerar att XAI har en statistiskt signifikant – men relativt liten – ef-
fekt på förtroende uppmätt som en attityd, och att förtroende är högre för två
av AutoML-systemen med XAI och lägre för en, jämfört med kontrollgruppen.
Effekten på förtroende uppmätt som beteende är motsatt: förtroende för alla
behandlingsgruppers AutoML-system är lägre, men effekten är inte statistiskt
signifikant. I tidigare forskning har XAI uppvisat lovande resultat med att öka
transparensen hos modeller och användarnas förtroende för dem; trots detta tyder
våra resultat på att denna effekt beror på sammanhanget. I tidigare experiment
har något enklare uppgifter använts, vilket är sannolikt en viktig faktor. Framtida
arbete kring XAI som ökar transparens utan att överväldiga användare uppmunt-
ras, och begränsningar och andra möjligheter för framtida arbete diskuteras.
Nyckelord: förtroende för automation, AutoML, XAI, RCT
Språk: Engelska
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Chapter 1

Introduction

Data-driven decision making is increasingly important in the world of to-
day, with its abundance of data. Powerful data analysis tools are needed
to uncover the insights hidden in this data. However, developing and ap-
plying advanced tools, such as machine learning (ML) models, and making
data-driven decisions based on insights derived from them, require specialized
skills, including data science skills, domain expertise, and stakeholder under-
standing. Clearly, one person seldom has all the required skills and knowl-
edge. Automated machine learning (AutoML) aims to bridge this gap and
“democratize” ML, by automating all or part of the data science workflow,
to allow anyone to employ state-of-the-art ML models off-the-shelf (Elshawi
and Sakr, 2020; He et al., 2021; Hutter et al., 2018; Waring et al., 2020). This
allows those who maintain the data (such as developers and data engineers),
domain experts with deep knowledge about the data itself, and decision mak-
ers to create and deploy ML models for their own uses, without extensive
knowledge about the ML methods themselves.

To ensure appropriate reliance on new types of technology, including ML
and AutoML systems, it is essential to enable users to calibrate their trust
to a level corresponding to the actual reliability of technology (Drozdal et
al., 2020; Hoff and Bashir, 2015; Lee and See, 2004; Ribeiro et al., 2016).
This is especially important regarding AutoML systems, since humans are
usually responsible for their predictions, even without insight into their inner
workings. On the other hand, the general lack of transparency in ML models
can impede this trust calibration, and AutoML can exacerbate this, since it
abstracts away and automates parts of the data science process.

Unsurprisingly, explainable artificial intelligence (XAI) is quickly gaining
popularity as a means to mitigate the opaqueness of models, and is actively
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CHAPTER 1. INTRODUCTION 2

researched (Adadi and Berrada, 2018). XAI techniques can shed light on
ML models and interpret their predictions in general or in specific instances,
by utilizing, among others, visualizations, sensitivity analysis, variable im-
portance values, decision rules extracted from the model, and example-based
explanations. Previous research has indicated that employing XAI tech-
niques, to explain the predictions of ML models, affects user trust in the
system (Nourani et al., 2019; Yin et al., 2019). Similar results were observed
for AutoML systems by Drozdal et al. (2020), in their case for students with
previous ML experience. Nonetheless, research on the effect of XAI on trust
in AutoML is scarce, and almost nonexistent for time series forecasting—a
challenging, yet common, task for humans and AutoML alike.

This thesis studies the feasibility of utilizing XAI techniques to affect trust
in AutoML, focusing specifically on non-expert users and a time series fore-
casting context. A randomized controlled trial (RCT) is conducted to study
the effect of XAI techniques on trust in an AutoML system. Three different
XAI techniques are developed and adapted for this experiment, based on a
review and summary of XAI design recommendations.

This thesis is structured as follows. Chapter 2 starts with a brief overview
of ML and AutoML, continuing with a review of trust in both interper-
sonal and human-automation contexts, followed by a summary of current
XAI techniques and design frameworks. Chapter 3 describes the design and
implementation of the RCT to study the effects of three XAI techniques on
trust in an AutoML system based on MindsDB (MindsDB Inc, 2019); the
XAI techniques used in the experiment are also described in detail. Chap-
ter 4 presents the results of the experiment and offers a discussion on how
explainability features affect trust in the underlying system, and discusses
limitations and future work. Chapter 5 concludes with a discussion of the
implications of the results for AutoML design and an outline of possible
avenues of future research.



Chapter 2

Background: AutoML, trust, and
XAI

2.1 ML: uncovering the insights hidden in data
with the right tools and skills

Data-driven decision making is essential in the world of today, with an abun-
dance of data. Within these bytes are obscured a massive number of insights
that are hidden without the right tools at one’s disposal.

To utilize this data and the insights it contains, powerful data analysis
tools are required; tools such as ML and neural network (NN) are widely
utilized for analyzing and predicting based on large data sets. As Jung
(2020) summarized, ML tools are commonly employed for classification (la-
beling data into two or more classes), clustering (grouping data based on
commonalities), prediction (predicting values of a target variable or vari-
ables based on explanatory variables), and dimensionality reduction (reduc-
ing high-dimensional data to lower dimensions).

An increasingly common type of data is time series: data is gathered con-
tinuously through sensors and other means, accruing in copious amounts in
databases. Therefore, there is a growing supply of comprehensive time series
data, which has enabled new applications of time series analysis, such as
creating detailed forecasts of the electricity demand of individual households
equipped with sensors (Coelho et al., 2017). In order to effectively analyze
this data and make predictions of future developments, one needs specialized
statistical tools that account for the temporal information and relations in
the time series. ML models are finding use in time series forecasting, and ML
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CHAPTER 2. BACKGROUND: AUTOML, TRUST, AND XAI 4

models (such as support vector machines) already “offer results similar to or
better than those reached by state-of-the-art statistical methods” (such as
seasonal autoregressive integrated moving average models) (Parmezan et al.,
2019, p. 332).

Traditionally, developing and applying ML tools have required specialized
skills; these requirements have led to a high demand for and shortage of
data scientists to answer the demands of increasing amounts of data (Miller
and Hughes, 2017). A typical data science workflow is shown in Figure 2.1;
clearly, one person seldom has the data science skills, domain expertise, and
stakeholder understanding required to execute all steps of this workflow and
utilize the results in decision making. This fragmentation of skills and knowl-
edge across specialists may introduce challenges in efficiently utilizing data
and insights derived from ML (see, for example, Elshawi and Sakr, 2020;
McAfee and Brynjolfsson, 2012; Schelter et al., 2018; Waring et al., 2020).
For example, a CEO may make decisions based on the data and provide feed-
back on its relevance and validity (Model Validation and Model Improvement
phases), and there may be data(base) engineers responsible for gathering and
maintaining the data (Data Acquisition phase); facilitating the discussion be-
tween these persons and stakeholders with different roles and interests may
be challenging or costly to arrange, especially in fast-paced business environ-
ments.

Data Acquisition Data Cleaning &
Labeling

Feature
Engineering

Preparation

Model
Selection

Hyperparameter
Optimization

EnsemblingModel Validation

Modeling

Model
Deployment

Runtime
Monitoring

Model
Improvement

Deployment

Figure 2.1: Typical data science workflow. Figure adapted from Drozdal et al.
(2020).

2.2 AutoML: automating the data science work-
flow

AutoML is an emerging solution that aims to mitigate the heavy reliance
of traditional ML development on human domain and task-specific expertise
and the low supply of data scientists (Elshawi and Sakr, 2020; He et al., 2021;
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Waring et al., 2020). In an AutoML system all or parts of the data science
workflow are automated, helping people—including those without experience
of data science or mathematical modeling—to utilize ML. With the help of
AutoML, those who own and maintain the data (such as developers and
data engineers), domain experts with deep knowledge about the data itself,
and decision makers can create and deploy ML models for their own uses,
without extensive knowledge about the ML methods themselves, and expert
users can also benefit from less complicated parts of the development being
automated.

AutoML software are quickly growing in numbers, spurred on by, among
other things, competitions such as ChaLearn AutoML Challenge (Guyon et
al., 2018). Some popular tools include:

• Auto-WEKA (https://www.cs.ubc.ca/labs/beta/Projects/autoweka
/, Thornton et al., 2013)

• Auto-sklearn (https://automl.github.io/auto-sklearn/, Feurer et al.,
2015)

• TPOT (https://epistasislab.github.io/tpot/, Fu et al., 2020)

• Amazon’s AutoGluon (https://auto.gluon.ai/stable/index.html,
Erickson et al., 2020)

• Google’s Cloud AutoML (https://cloud.google.com/automl)

• Facebook’s Prophet (for time series forecasting; https://facebook.git
hub.io/prophet/, Taylor and Letham, 2018)

These and AutoML systems in general aim to provide advanced ML models
off-the-shelf. Common methods employed by AutoML, outlined by Hutter
et al. (2018), include model selection (selecting the best model for the task at
hand), neural architecture search (selecting the best configuration of a neural
network), hyperparameter optimization (optimizing the hyperparameters of
the chosen model), and meta-learning (learning how to learn, that is, using
experience from previous learning tasks to optimize learning in future tasks).
These are all design decisions a data scientist would make when creating a
ML model; automating these decisions may even make them more systematic
and efficient, compared to the ad hoc nature of ML development today.

On the other hand, abstracting away and automating parts of the data science
process introduces its own problems. For instance, ML models, and especially

https://www.cs.ubc.ca/labs/beta/Projects/autoweka/
https://www.cs.ubc.ca/labs/beta/Projects/autoweka/
https://automl.github.io/auto-sklearn/
https://epistasislab.github.io/tpot/
https://auto.gluon.ai/stable/index.html
https://cloud.google.com/automl
https://facebook.github.io/prophet/
https://facebook.github.io/prophet/
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deep learning (DL) models, already suffer from being opaque and uninter-
pretable or from inexplicable predictions (Adadi and Berrada, 2018). This
perception of the black-box nature of the models can be further increased by
not having insight into and control over every detail of the development and
refinement of a model; this may decrease the trust users have in the model.

2.3 Trust

2.3.1 Interpersonal trust

Trust between humans is a familiar subject to everyone, and thus we start by
examining trust as an interpersonal concept in order to define trust. Trust
is essential for the smooth functioning of society. Each day, a person is faced
with many kinds of potential threats and risks from other people, institutions,
and nature. Trust helps an individual cope with this by reducing the per-
ceived complexity of the world around them: “to trust is to live as if certain
rationally possible [undesirable] futures will not occur. Thus, trust reduces
complexity far more quickly, economically, and thoroughly than does predic-
tion” (Lewis and Weigert, 1985); not trusting, on the other hand, leads to
doubting everything and everyone around oneself (Giddens, 2013; Luhmann
et al., 2018).

On the other hand, trust always incorporates a measure of risk: trusting
someone or something means accepting the risk of being betrayed by that
object of one’s trust. This risk of negative consequences is central to trust
and comes from the inability or unwillingness to control the trustee and
their actions (McKnight and Chervany, 2001). Neoclassical economic theory
sees trusting behavior as irrational for just this reason: a rational, profit-
maximizing individual should not take the risk of trusting others; and yet,
people generally and consistently exhibit trusting and other-regarding be-
havior (Evans and Krueger, 2009).

Interpersonal trust has been defined in many ways depending on context.
It “has been defined as both a noun and a verb ... a personality trait ... a
belief ... a social structure ... and a behavioral intention” (McKnight and
Chervany, 2001, p. 28).

McKnight and Chervany (2001) identified four main characteristics of a
trustee (the object of the trust of a trustor): benevolence, competence, pre-
dictability, and integrity. A benevolent trustee is willing to act in the best
interest of a trustor. A competent trustee is able to act in the best interest
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of a trustor. A predictable trustee acts in a consistent enough manner for a
trustor to be able to predict their behavior on different situations. A trustee
with integrity can be expected to make and keep good-will promises.

McKnight and Chervany (2001) then defined a typology of conceptual trust
types, shown in Figure 2.2. Disposition to trust “means the extent to which
one displays a consistent tendency to be willing to depend on general others
across a broad spectrum of situations and persons” (McKnight and Chervany,
2001, p. 38). Thus, it refers to the general propensity of a person to be
trusting of others, not whether they will trust a specific person. Disposition
to trust is a stable personality characteristic, formed by previous experiences,
and affects trust in a specific situation to varying degrees, depending on
previous experience of that type of situation (Rotter, 1980).

Disposition
to trust

Trust in gen-
eral others

Institution-
based trust

Trust in the
situation or
structures

Trusting
beliefs

Trusting
intentions Trust-

related be-
havior

Trust in specific others

Figure 2.2: Trust constructs, adapted from McKnight and Chervany (2001).
Arrows show causal links between the trust concepts.

Institution-based trust “means one believes, with feelings of relative security,
that favorable conditions are in place that are conducive to situational success
in a risky endeavor or aspect of one’s life” (McKnight and Chervany, 2001,
p. 37). Institution-based trust is not directed at a specific other, but instead
the underlying structures of a situation or context itself, such as laws and
law enforcement and government regulation.

Trusting beliefs “means the extent to which one believes, with feelings of rela-
tive security, that the other person has characteristics beneficial to one” (McK-
night and Chervany, 2001, p. 36). Trusting beliefs are related to a specific
other, and imply the trustor perceives that the trustee has one or more of the
four main characteristics (benevolence, competence, predictability, integrity)
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of a trustworthy person.

Trusting intentions “means one is willing to depend, or intends to depend, on
the other party with a feeling of relative security” (McKnight and Chervany,
2001, p. 34). This willingness is directed at a specific person generally, that
is, not in a specific situation.

Trust-related behavior means one “depends on another person with a feeling of
relative security, even though negative consequences are possible”, and thus
gives “gives the trustee some measure of power over the trustor” (McKnight
and Chervany, 2001, p. 34). Trusting behavior is directed at a specific
person.

These trust types are of course related and affect each other, as shown by the
arrows in Figure 2.2: trusting beliefs lead to trusting intentions, and they
both lead to trusting behavior—indeed, “attitudes significantly predict future
behavior” (Kraus, 1990); trust in a situation (institution-based trust) leads
to also trusting the persons in the situation; disposition to trust describes
what one believes about others generally, and should thus affect all other
kinds of trust, at least in unfamiliar situations where there are no previous
experiences to fall back on.

2.3.2 Trust in automation

Trust in automation is similar to interpersonal trust, and humans often ap-
ply social norms when interacting with machines (Hoff and Bashir, 2015;
Madhavan and Wiegmann, 2007). Similar to interpersonal trust, Hoff and
Bashir (2015) find that variations in trust in automation are explained by
dispositional, situational, and learned trust factors. Situational trust refers
to differences in context, such as characteristics of the automation (for exam-
ple, its complexity and reliability) or the situation (such as situation novelty,
task, user self-confidence in manual completion of task, user workload, free-
dom of the user to choose to rely on automation). Learned trust is based on
pre-existing knowledge (such as knowledge of and experience with the spe-
cific automation system, or a similar one), in addition to dynamically learned
trust (that is, trust based on perceived performance of the system during in-
teraction). Just as interpersonal trust, trust in automation is also dynamic:
dispositional trust (general propensity to trust machines) and pre-existing
knowledge dominates trust at the beginning of interaction with a machine,
but its effect gradually decreases as trust is calibrated by perceptions of the
performance and reliability of the machine (Hoff and Bashir, 2015; Merritt
and Ilgen, 2008).
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However, there are some key differences between interpersonal and human-
automation trust, especially due to the biases affecting trust formation and
calibration in automation (Hoff and Bashir, 2015; Madhavan and Wiegmann,
2007). Differences are at least partly due to the different cognitive schemas
humans have for automation and other humans (for example, human ex-
perts). Violations of expectations based on these schemas are especially
likely to be noted and remembered, and thus have a disproportionate effect
on, for instance, trust. Hence, this holds for automation errors, since humans
in general have a schema of perfect automation and a positivity bias towards
automation (Dzindolet et al., 2003); on the other hand, humans generally
have a schema of imperfect human advisors, and are therefore more likely to
be forgiving of mistakes. In addition, social norms that make people reluc-
tant to claim they distrust someone do not apply to machines, exacerbating
the labeling of machines as untrustworthy (Madhavan and Wiegmann, 2007).

Madhavan and Wiegmann (2007) also present differences between trust in hu-
mans and automation in three important factors affecting trust: the source of
information (human advisor or automated aid), source credibility, and source
reliability. Concerning the source of information, Madhavan and Wiegmann
(2007) found that advice from an automated aid is perceived as more trust-
worthy, since automated aids are seen as more objective and rational. On
the other hand, the fundamental attribution error often leads to people blam-
ing computers for mistakes—which are also more likely to be noticed due to
schema violations—and not giving credit for successes. In the context of
decision support systems, the self-confidence of a human in their ability to
perform a given task affects their trust in the automated aid: low confidence
leads to higher trust in the aid, and vice versa.

Source credibility affects trust in both humans and automation, especially
when a person is not capable of judging the trustworthiness of information
based on its contents, but rather judges it based on superficial characteristics,
such as presumed expertise of the source of information. In this regard, the
credibility of automation is judged solely based on knowledge. Humans,
on the other hand, are treated more comprehensively: in addition to their
knowledge, their experience and effort are factored into this judgment.

Source reliability refers to the true reliability of the aid, either human or
automated; reliability, and especially whether trust is calibrated to the true
reliability, is an important determinant of reliance on automation. Users are
sensitive to the true reliability (accuracy) of automation, and their trust in it
is affected by both the stated and observed reliability (Yin et al., 2019); users
are also sensitive to changing levels of reliability (Madhavan and Wiegmann,
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2007). On the other hand, violations of expectations (expecting high relia-
bility but observing low reliability) damages trust in automation more than
trust in humans; moreover, automation errors in “easy” cases (as judged by
the user) are penalized more than in “hard” cases, even though the automated
aid may on average perform better than the user.

Furthermore, Deley and Dubois (2020) argue, based on the trust philosophy
of Baier (1986), that humans cannot trust technology, only rely on it. Since
trust must include the possibility of being betrayed by the trustee, technology
can only be relied upon: it can disappoint us when it fails, but not betray us.
Thus, Deley and Dubois (2020) argue that, of the four main characteristics
of a trustee—benevolence, competence, predictability, and integrity—only
competence and predictability apply to machines. However, the benevolence
and integrity of the designers of the technology may be indirectly perceived
as characteristics of the technology (Hoff and Bashir, 2015); for example,
knowing that the developer of a software are not benevolent (for example,
using the data gathered from their customers for malevolent purposes), may
decrease the trust in the software. Nevertheless, this suggests efforts to cal-
ibrate trust in technology itself should focus on demonstrating competence
and predictability, while showing the benevolence and integrity of the design-
ers may also be beneficial to trust calibration.

2.3.3 Trust as a driver for technology adoption and ap-
propriate use

To attain the benefits of new technology it must be adopted and utilized. New
and improved technology has laid the foundation for and been an integral
part of the rapid and continuing economic growth since the Industrial Revolu-
tion (Mokyr, 2005). On the other hand, new technology has not always been
met with enthusiasm: in 1811 and 1812, a group of textile workers calling
themselves Luddites protested the adoption of new machines replacing hu-
man workers by threatening machine owners and destroying machines (Jones,
2013).

Trust is central in the decision to adopt new types of technology, in human-
technology interaction in general, and to appropriate utilization of and re-
liance on technology (Lee and See, 2004; Parasuraman and Riley, 1997).
More recent examples, than the textile machines protested by the Luddites,
of technology adoption where trust plays a significant role include mobile
pay systems (Chandra et al., 2010), e-commerce (Van Slyke et al., 2004),
and self-driving cars (Adnan et al., 2018).
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The relationship of trust in and reliance on automation is also affected by
situational factors (Hoff and Bashir, 2015). A high automation system com-
plexity, high task novelty, high ability to compare automation performance
to unaided performance of the user, and high degree of freedom of the user
to choose whether to rely on the automation system all strengthen the rela-
tionship of trust and reliance.

To ensure appropriate reliance on automation and machines, the trust of
the user must be calibrated to the actual reliability and trustworthiness of
the system (Lee and Moray, 1994; Lee and See, 2004). Trust in automation
that does not match its actual reliability can lead to misuse or disuse of
automation. Misuse refers to inappropriate reliance, or “blind trust”: for
example, relying on automation in situations or tasks that it is not designed
for. Disuse refers to inappropriately declining to utilize automation: for
instance, failures resulting from refusing to use automation even in cases
where its performance is far superior. With trust calibrated to an appropriate
level, one is more likely to appropriately rely on automation.

Trust is likewise important for the adoption, deployment, and appropriate
use of and reliance on ML and especially AutoML systems (Drozdal et al.,
2020; Hoff and Bashir, 2015; Ribeiro et al., 2016; Yin et al., 2019). Appro-
priate use and reliance is especially important for AutoML systems, since
they can be utilized to derive insights from data—possibly without human
intervention—but users are still the ones to make the decision to trust the
insights and recommendations and act upon them, while bearing the respon-
sibility, regardless of outcome.

2.3.4 Measuring trust

Different ways of measuring trust have been employed when studying trust,
most prominently in the form of questionnaires and directly through trust-
ing behavior, or a combination of both (Hoff and Bashir, 2015). Both are
related, as discussed above and shown in Figure 2.2: trusting attitudes lead
to trusting behavior.

Questionnaires measure attitudinal trust, often with the underlying assump-
tion that attitudinal trust will predict trusting behavior—which is the as-
sumed outcome of trusting attitudes. Indeed, the meta-analysis of Kraus
(1990, p. 4) showed that “attitudes significantly predict future behavior”,
with a combined p << .000000000001, and an average attitude-behavior cor-
relation 0.38. Questions on attitudinal trust are nevertheless often fairly gen-
eral, as for instance in the General Social Survey (https://gss.norc.org/),

https://gss.norc.org/
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which includes questions on attitudinal trust, such as, “Generally speaking,
would you say that people can be trusted or that you can’t be too careful in
dealing with people?”. Glaeser et al. (2000) found that general attitudinal
survey questions such as these predict trustworthiness and trustworthy be-
havior in respondents, rather than trusting behavior; this may be due to the
tendency of people to project their own beliefs and overestimate how similar
other people are to them (false consensus effect, Ross et al., 1977). In the
experiments of Glaeser et al. (2000), trusting behavior is instead predicted
by past trusting behavior (such as lending money or personal possessions to
friends), and some more precise attitudinal questions, related to the experi-
ment task (for example, asking about one’s general trust in strangers, when
the task at hand is about trusting strangers).

Trust can also be measured more directly by measuring trusting behavior.
Especially in the field of economics, trusting behavior is measured through
experiments with different types of “games” (Evans and Krueger, 2009). In
these games, the first player (trustor) can choose to trust the second player
(trustee); this has the potential for greater returns than distrust, but also
the risk of betrayal by the trustee (and thus lower returns). In this case,
the feelings of trust of the trustor determine the level of trust demonstrated
by their action. Similarly, trust, and specifically reliance, can also be opera-
tionalized by, for example, how often a subject chooses to align with or rely
on a trustee (such as an automated decision aid) (Merritt, 2011; Yin et al.,
2019).

Multiple scales have been specifically developed and validated for measuring
attitudinal trust in different kinds of technology, automation, and comput-
ers (for example, Gulati et al., 2019; Jessup et al., 2019; Madsen and Gregor,
2000; Merritt, 2011; Merritt and Ilgen, 2008; Schaefer, 2016). Different scales
have varying degrees of specificity, ranging from vague (for example, referring
to technology in general) to context-specific (referring to the specific piece of
technology at hand). Jessup et al. (2019) suggests that using a more specific
and tailored scale better reflects the trust in the specific tool referred to; this
is in agreement with the findings of Glaeser et al. (2000) for interpersonal
trust.

Trust in automation has also been measured through trusting behavior,
mainly as reliance on automation. For example, in addition to measuring
attitudinal trust, Yin et al. (2019) operationalized trust in an automated
decision aid as the reliance on it, measured by the “switch fraction”, that
is, the share of times the aid disagreed with the initial choice of the subject
and the subject changed their choice to agree with the aid, after seeing its
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advice. Merritt (2011) measured reliance similarly, and showed attitudinal
trust predicted this reliance; likewise, Dzindolet et al. (2003) found trust to
be important in automation reliance decisions, further supporting the use of
reliance as an indirect measure of trust.

2.4 Calibrating trust in and reliance on Au-
toML through explainability

A lack of transparency in ML and AutoML can impede calibration of user
trust in them, and thus increasing transparency is a key objective in AutoML
design (Adadi and Berrada, 2018; Drozdal et al., 2020). Unsurprisingly, XAI
and interpretable models are gaining popularity, aiming to both mitigate the
general opacity of models and to calibrate the trust of users in the models,
and are actively researched (Adadi and Berrada, 2018).

Calibration of trust in ML and AutoML through explainability assumes that
trust formation requires information and transparency. This is a natural as-
sumption, given the trust framework presented in this chapter: of the four
characteristics of a trustworthy trustee, at least competence and predictabil-
ity need to be present for trust in machines to form; in order for a user to
gauge the competence and predictability of, for example, an AutoML sys-
tem, the system must be able to demonstrate these characteristics. Without
sufficient transparency this may not be possible: the user may be left asking
more questions than the system is answering with its oracle-like predictions,
without any explanations.

2.4.1 XAI: more transparency through explanations

Adadi and Berrada (2018) categorize XAI techniques based on three axes:
intrinsic–post hoc, global–local (scope), model-specific–model-agnostic. The
first axis, intrinsic–post hoc, is related to the complexity of the model to be
explained and whether the model itself can be explained, or whether post hoc
explanations must be utilized. On one end of the spectrum are intrinsically
explainable models, such as decision tree based models: their predictions are
based on rule-based decision trees, and these rules can simply be shown to
the user to explain the prediction. However, Adadi and Berrada (2018) note
that intrinsically explainable models like this come at a cost of accuracy:
more accurate models are often more complex and black-box. These less
transparent and intrinsically explainable models can be explained using post
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hoc explanations. On the other end of the spectrum are post hoc explanations
which are employed separately from the model, often requiring no insight
into the model itself. A common approach is approximating the model with
simpler and intrinsically explainable models, such as linear models; a simple
such technique is LIME (Ribeiro et al., 2016). LIME is a special case of
SHapley Additive exPlanations (SHAP) (Lundberg and Lee, 2017), another
powerful and popular post hoc explanation technique.

The second axis, global–local scope, differentiates between XAI techniques
that strive to explain the model and its predictions globally (in general), and
techniques that explain instances locally (that is, specific predictions made
by the model). Examples of global explanations include the intrinsically
explainable rule and decision tree-based models; Adadi and Berrada (2018)
also summarize other methods, among them a technique which builds a global
interpretation tree based on local explanations. Nevertheless, they conclude
that global explainability can be difficult to attain, due to the complexity of
most models.

Thus, local explanations—explanations for single instances (predictions)—
are more easily constructed, and more readily available. LIME (Ribeiro et
al., 2016) and SHAP (Lundberg and Lee, 2017) are popular local explanation
techniques. Other local explanation techniques include gradient-based tech-
niques, especially common in image classification (known as saliency maps,
which show regions that are influential in the classification of the picture),
and variable importance explanations that compare the original prediction
to predictions made by omitting a subset of the variables.

The third axis, model-specific–model-agnostic, separates explanation tech-
niques that are tailored for specific models (such as for specific neural net-
work architectures) and techniques that work with any (black-box) model.
As Adadi and Berrada (2018) note, intrinsic explanations are by definition
model-specific. Model-specific explanation techniques are limited in their ap-
plication scope, and thus the majority of explanation techniques developed
are model-agnostic.

Adadi and Berrada (2018) further divide model-agnostic explanations into
four types. Firstly, visualization-based methods aim to explain the predic-
tions of the model visually. For example, a simpler model can be fitted
locally around the data, as LIME (Ribeiro et al., 2016) does; partial depen-
dence plots, on the other hand, visualize the (conditional) effect a subset of
variables (often one or two) has on the predictions of the model, allowing
the user the analyze the general relationship of variables and the predic-
tions (Friedman, 2001).



CHAPTER 2. BACKGROUND: AUTOML, TRUST, AND XAI 15

Secondly, knowledge extraction techniques strive to distill the knowledge and
internal representations the model has learned into understandable form. For
example, decision rules may be extracted from black-box models based on
input and output.

Thirdly, influence methods show the impact of specific variables and model
parameters. For example, sensitivity analysis can be used to study the im-
pact of the input variables and model parameters, and feature importance
methods show the impact of variables by changing the value of variables
and recording the impact on the accuracy of the model—more influential
variables will have a bigger (negative) effect on the accuracy.

The fourth and last type of model-agnostic explanations, example-based ex-
planations, explain the model through specific examples of data. Prototypes
that represent clusters of similar data can be constructed to show how the
model behaves for distinct types of data (for example, how they are clas-
sified). Counterfactual explanations, on the other hand, explain through
opposites: these methods show the minimum changes required to get an
alternative prediction (such as another label in a classification task, or a
value above or below a chosen threshold in a regression task). For example,
Mothilal et al. (2020) propose an explanation technique that finds a set of
diverse and feasible counterfactual examples to explain the prediction of any
ML model.

On the other hand, designing and using ML for time series modeling is in
itself challenging, and designing explanations for this context requires some
tailoring to take into account the special characteristics of time series data.
XAI research has been strongly focused on contexts other than time series,
but previously developed methods have been adapted for time series use, and
explanations methods specifically designed for time series are increasingly
researched and developed.

Local and model-agnostic methods, such as SHAP and LIME, have been
successfully adapted for time series classification and forecasting (Mujkanovic
et al., 2020; Ozyegen et al., 2020); similar methods have also been developed
specifically for time series classification (Guillemé et al., 2019). One of the
challenges is the large number of “variables” due to the temporal dimension:
variables vary through time, and each value can influence the prediction. This
can affect the explanations: as Alvarez-Melis and Jaakkola (2018) showed,
SHAP and LIME can be sensitive to small changes in the data. To mitigate
this for time series explanations, Mujkanovic et al. (2020) suggested using a
time slice mapping, that is, partitioning the time series into small slices (of
more than one time step), and treating these as the variables whose influence
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is calculated for the explanation.

Example-based explanations have also been applied for time series. Among
others, counterfactual explanations have been proposed for time series classi-
fication (Ates et al., 2020; Delaney et al., 2020). These techniques work much
like their non-time series counterparts, with just different distance metrics,
whose choice naturally affects what constitutes as the smallest required per-
turbation in the data to get an alternative prediction (the counterfactual).
Prototypes, another example-based explanation method previously employed
in non-time series explanations, have also been proposed as an explanation
technique for time series classification (Gee et al., 2019).

These and the XAI techniques discussed by Adadi and Berrada (2018) are
designed for explaining ML models; as such, they apply to the models cre-
ated by AutoML, but AutoML-specific explanations may also be needed.
Since AutoML can automate the model creation and selection, explanations
of these phases can increase the transparency of the AutoML system. With
a transparency perspective as a focus for trust in AutoML, Drozdal et al.
(2020) studied what kinds of information students with machine learning
experience wished an AutoML system to present. They indeed found that
users considered information about the data (both raw and preprocessed)
and model creation and selection process important, in addition to informa-
tion about the final model chosen by the AutoML system (provided by, for
example, model performance metrics and the XAI methods outlined above).

2.4.2 Designing XAI that is meaningful for humans

AutoML can democratize ML, by enabling even those without extensive data
science skills to employ powerful data analysis tools; on the other hand,
this also means AutoML users are generally not data science experts, and
thus it is especially important that the explanation techniques utilized by
such tools should also be meaningful for non-experts. Human-meaningful
explanations align with human logic and judgment and are understandable
to humans (Nourani et al., 2019).

Indeed, Nourani et al. (2019) demonstrated that the human-meaningfulness
of the explanations given by an automated system significantly affected how
accurate the system was perceived to be: less human-meaningful explana-
tions led to underestimation of system accuracy. Thus, the meaningfulness
of explanations may affect the trust calibration of users, since system accu-
racy can be an important part of the information users utilize in calibrating
their trust in the system. This suggests that, in order to calibrate trust in
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automated systems (to match their actual accuracy and reliability), XAI de-
velopment should focus on explanations meaningful to humans. Liao et al.
(2020) also found that current XAI techniques are often not user-friendly and
suggested a more user-centered approach for XAI design.

In this vein, Miller (2019) suggested utilizing the vast body of research on
explanations that the social sciences have contributed, to design explanations
that are “good” and meaningful to humans in general, not only researchers.
They found that human-human explanations are

1. contrastive: people mostly seek explanations to counterfactual, often
unexpected outcomes. That is, people do not ask questions like “Why
did this event happen?”, but instead ask “Why did this event happen
instead of this other (expected) event?”

2. selective: explanations are not expected to describe the complete
cause of an event, but instead people choose “one or two causes from
a sometimes infinite number of causes to be the explanation” (Miller,
2019, p. 3).

3. social: information is transferred through interaction and conversa-
tion, and the explainer adjusts their explanation based on their beliefs
of the knowledge and beliefs of the explainee. An explanation is most
often given interactively, so the explainee can question the explainer
to get an explanation that matches their knowledge; this also ensures
that the explanations that are given are relevant.

4. not based on probabilities: basing an explanation on probabilities
is less effective and satisfying than basing it on causes; indeed, “the
most likely explanation is not always the best explanation for a per-
son” (Miller, 2019, p. 3).

These findings suggest shifting the focus of XAI design towards explana-
tions that are: local, since explanations are most often needed for single, un-
expected instances; contrastive, that is, explanations that explain through,
for example, counterfactual examples; simple, since people prefer selective,
but sufficient, causes as explanations; non-probabilistic, that is, explanations
should focus on direct causes, not likelihoods or statistical relationships; and
social and interactive, since explanations are normally given as part of a
conversation—allowing the user to prompt a system with questions would
also ensure that superfluous explanations are not given.



Chapter 3

Experiment: the effect of
explanations on trust in AutoML

We conducted a RCT to study the feasibility of affecting trust in AutoML
by utilizing XAI techniques. The study compared a baseline (control) Au-
toML system to three different systems (treatments), each employing a dif-
ferent XAI technique developed and adapted for the experiment based on the
findings in Chapter 2 and especially Section 2.4.2. The underlying models
were identical in all four cases; the control system only provided predictions
graphically, while the treatment systems supplemented the predictions with
an explanation.

Figure 3.1 illustrates the experiment procedure for a participant in one of the
four treatment groups. The general structure of the experiment consisted of
the following six steps:

1. Introduction and control variable measurement: rough descrip-
tion of ML, AutoML, and the survey itself; giving informed consent
for storing and analyzing anonymized survey data; agreeing to not go
backwards in the survey; measuring control variables.

2. Instructions: detailed description of the data, task, and tools; in
addition, for treatment groups, a description of the explanations of the
AutoML system.

3. Tasks 1–10: based on historical data in four variables, making initial
and final dichotomous predictions (yes/no)—before and after seeing the
prediction (and, for treatment groups, an explanation of the prediction)
of the AutoML system, respectively—to answer a question of the form
“Will the adult intensive care unit (ICU) bed utilization exceed the
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given threshold in the coming seven days?”, in ten prediction tasks
with different data.

4. Trust measurement: filling in a questionnaire to measure attitudinal
trust.

5. Amazon Mechanical Turk (MTurk)-specific questions: filling in
MTurk Worker ID for verifying completed surveys and awarding bonus
based on correct predictions.

6. Submission and debriefing: description of the aims of the experi-
ment; reviewing predictions compared to ground truth; group-specific
completion code to submit in MTurk to get paid.

This chapter starts by describing the prediction context (data and prediction
task), moving on to detail the treatment XAI techniques adapted and de-
veloped for the experiment. Then the experiment measurements—including
control variables and trust metrics—are outlined, followed by a description
of the participants and their recruitment. The chapter concludes with some
remarks on the practical implementation of the experiment survey.
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Task 1

Task 10

Pool of participants
N = 260

Two invalid sub-
missions dropped

Counter-
factual
N = 64

Evidence-
based

N = 66

SHAP
N = 64

Control
N = 64

Treatment
randomization

Introduction & control
variable measurement

Instructions: data, task,
and tools + explanations

Data

Initial prediction:
will ICU utilization
exceed threshold
(yes/no)?

AutoML prediction
and explanation

Final prediction:
will ICU utilization
exceed threshold
(yes/no)?

Data

Initial prediction:
will ICU utilization
exceed threshold
(yes/no)?

AutoML prediction
and explanation

Final prediction:
will ICU utilization
exceed threshold
(yes/no)?

...

Attitudinal trust mea-
surement

Submission and debrief-
ing

Figure 3.1: The RCT experiment procedure, illustrated for one treatment group.
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3.1 Experiment task context: multivariate time
series forecasting of ICU bed utilization

The AutoML, based on MindsDB (MindsDB Inc, 2019), was taught to pre-
dict seven days of adult ICU bed utilization in a state in the USA, based
on daily state-level data of adult ICU bed utilization, inpatient bed utiliza-
tion, percent of inpatients with (suspected or confirmed) Coronavirus disease
2019 (COVID-19), and new COVID-19 cases for the previous 28 days as ex-
planatory variables. These variables were chosen from the following initial
set:

• State (ID)

• Adult ICU bed utilization

• Inpatient bed utilization

• Percent of inpatients with (suspected or confirmed) COVID-19

• Percent of total inpatient beds occupied by patients with (suspected or
confirmed) COVID-19

• Total number of hospitalized patients with confirmed COVID-19

• Total number of hospitalized patients with suspected or confirmed
COVID-19

• New COVID-19 cases

• Probable new COVID-19 cases

We found that the two variables describing total numbers of hospitalized
patients with COVID-19 (either “confirmed” or “suspected or confirmed”)
could vary significantly from day to day, due to varying degrees of reporting
coverage and accuracy by hospitals; these were thus dropped before further
analysis.

Data for all but the last seven days for each state was utilized as the training
data for fitting the AutoML. The out-of-sample predictions for the last seven
days were used when calculating accuracy metrics—for choosing the final
subset of variables—and as the predictions utilized in the experiment.

The final subset of variables chosen for the experiment consisted of inpatient
bed utilization, percent of inpatients with COVID-19, and new COVID-19



CHAPTER 3. EXPERIMENT 22

cases, in addition to the static state ID and the predicted variable adult
ICU bed utilization. The final variables were chosen based on striking a bal-
ance between maximizing standard time series out-of-sample accuracy met-
rics (mean absolute error, mean absolute percentage error, root mean square
error) and minimizing the number of variables to keep the task as simple as
possible for both the participants and explanation methods. Different com-
binations of variables gave similar results on the accuracy metrics; therefore,
the number of variables was the most important attribute, and resulted in
the final set of variables that is described below.

Adult ICU bed utilization (ICU)—the predicted variable—is the per-
centage of ICU beds for adults in use in the hospitals of a state. An ICU
bed is a “a unit in a hospital providing intensive care for critically ill or in-
jured patients that is staffed by specially trained medical personnel and has
equipment that allows for continuous monitoring and life support” (https:
//www.merriam-webster.com/dictionary/intensive%20care%20unit, accessed
5 May 2021).

Often, the ICU bed capacity is small compared to the whole capacity of the
hospital. In addition, patients in need of ICU beds are in grave need of ICU
care. Thus, a fully utilized ICU capacity is often not preferred, in case of
a sudden increase in demand for ICU beds—such as due to the COVID-19-
pandemic (Arabi et al., 2002).

Inpatient bed utilization (IB) is the percentage of inpatient beds that
are in use in the hospitals of a state. Inpatient beds are hospital beds (of
any kind) for patients that either require a bed or will have to stay one or
more nights at the hospital. Inpatient beds include ICU beds, but ICU beds
usually make up only a small portion of all inpatient beds.

Inpatient beds are often used to describe the capacity of a hospital, since no
free inpatient beds means that a hospital cannot admit any new patients to
inpatient care. If inpatient bed utilization is high, there may be a risk of ICU
bed utilization also increasing soon: if the state of patients (whether with
COVID-19 or not) worsens, they may be transferred to ICU beds.

Percent of inpatients with COVID-19 (ICov) is the percentage of in-
patients (that is, patients occupying an inpatient bed) in the hospitals of
a state that have suspected or confirmed COVID-19. Since COVID-19 pa-
tients can develop severe symptoms, there is a risk of them being transferred
to ICU beds; about 30 % of hospitalized COVID-19 patients are transferred
to the ICU (CDC, 2021b). Therefore, if the percentage of inpatients is high
or increases, there can be a higher probability of patients being transferred to
ICU beds. In addition, the median length of hospitalization among COVID-

https://www.merriam-webster.com/dictionary/intensive%20care%20unit
https://www.merriam-webster.com/dictionary/intensive%20care%20unit
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19 survivors is 10–13 days, which means COVID-19 patients may occupy
beds for a relatively long period.

New COVID-19 cases (NCov) is the number of new laboratory-confirmed
COVID-19 cases in a state. Every COVID-19 case has some chance of re-
sulting in a hospitalization. Every new case can therefore lead to a higher
adult ICU bed utilization: the median time from the onset of COVID-19 to
ICU admission is 9.5–12 days (CDC, 2021b).

State ID was only used to enable modeling differences between states. Since
the state ID may include inherent information that only the participants may
possess (such as knowing how a specific state has managed COVID-19 during
the pandemic), it was not shown to the participants in order not to put the
AutoML system at a disadvantage against the participants. Likewise, dates
were not shown to participants, since time was utilized by the AutoML only
implicitly, through the history in the data for each prediction task (and, for
example, not as explicit dates).

We used data from HHS (2021) for data relating to hospital capacity and
CDC (2021a) for data relating to COVID-19 cases. The data from HHS
(2021) was downloaded on 22 December 2021 for the dates 7 September
2020–9 December 2020; data for the dates 26 July 2020–6 September 2020
was downloaded on 26 January 2021. The data from CDC (2021a) for the cor-
responding dates was downloaded on 18 January 2021. When merged based
on the date, this combined dataset included 77 columns of daily data for 55
states and territories in the USA for the period 26 July 2020–9 December
2020.

Some preprocessing of the data was required. Missing values and clear out-
liers (hospital capacity utilization values greater than 120 %, as these were
most likely due to reporting errors) in the variables were replaced with lin-
early interpolated values. In the case of the data from HHS (2021), two of
the states (MP/Northern Mariana Islands and GU/Guam) were removed due
to only having data for two dates each—not even enough to make the seven
days of predictions. In addition, when there was conflicting data for the same
date, the more recently uploaded one was used; the one exception was 2 Au-
gust 2020, where two clearly different datasets were uploaded for that same
date, while 3 August 2020 was completely missing from the database—in
this case, the more recent of them was manually changed to have the date 3
August 2020, to get daily data without gaps.

The temporal structure of the data was retained through a transformation
of the data, by concatenating historical and future data as columns, allowing
the date column to be discarded. Figure 3.2 demonstrates the transformation
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for the final subset of the variables; all variables (except the state ID, the
sole static one) were transformed in the same way. After this transformation,
each time step for each state was represented by one row with the state ID,
28 columns per variable for their history, and seven columns for the future
of the predicted variable (adult ICU bed utilization).

Date State ICU IB ICov NCov
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.
.
.

.
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Transformed data

103 rows
per state

History
28 days × 4 variables = 112 variables

Predicted
future

7 days = 7 variables

Transformation: history
and future of each variable
concatenated as columns

Figure 3.2: Illustration of how the data was transformed, by concatenating the
history—28 days for each of the final four hospital and COVID-19 related variables
chosen for the analysis—and the future—seven days of the target variable (adult
ICU bed utilization)—as columns in the data.

3.1.1 Experiment tasks: dichotomization, two-part pre-
dictions, and choosing the final subset of tasks

Given the complicated context of multivariate time series predictions, the
task of experiment participants was made as easy and concrete as possible
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by making the predictions dichotomous: the participants answered questions
of the form “Based on the previous 28 days’ data, will the adult ICU bed
utilization (percent of adult ICU beds in use) exceed 75 % on any of the
coming seven days (days 0–6)?”. Predictions like these are relevant for real
decision making during the COVID-19-pandemic: for example, in New York
“regions must have at least 30 percent of their ICU beds available before
a phased re-opening can begin” (that is, the ICU bed utilization must be
below 70 %) (https://forward.ny.gov/metrics-guide-reopening-new-york,
accessed 6 May 2021).

To allow us to measure directly the effect of the AutoML system and XAI
technique on the predictions of the participants, the participants were asked
to make two predictions per prediction task: an initial prediction, based
only on the data and before seeing the prediction of the AutoML, followed
by a final prediction, after seeing the prediction (and, for treatment groups,
the explanation of the prediction) of the AutoML system. This way, if the
initial prediction of participants did not match the prediction of the AutoML
system, the participants could demonstrate trusting behavior by changing
their mind and choosing their final prediction to match the one made by the
AutoML system.

Figure 3.3 shows an example of the beginning of one of the ten prediction
tasks in the experiment, asking for the initial prediction of the participant.
The participants were also asked to indicate their confidence in each of
their (initial and final) predictions, to include the possibility of us explor-
ing changes in prediction confidence when analyzing the results.

The thresholds (75 % in the above example and in Figure 3.3) were tailored
for each prediction task. The thresholds were chosen to both make the predic-
tion tasks challenging enough (that is, both outcomes had to seem feasible)
and to have multiple cases where the prediction of the AutoML was wrong
(that is, where its dichotomized prediction differed from the dichotomized
ground truth).

The thresholds and the final subset of ten tasks was chosen in three steps.
First, candidate thresholds were chosen for each of the 53 predictions. Thresh-
olds that seemed on a quick glance too obviously wrong or right were dis-
carded (the threshold had to seem reachable); the final thresholds were cho-
sen from these candidate thresholds so that they always seemed potentially
reachable but the answer did not seem too obvious at a first glance. Secondly,
a subset of 20 tasks were chosen based on the AutoML predictions: a mix
of cases where the AutoML helped and where its prediction was incorrect.
Thirdly, a final subset of ten tasks were chosen based on the explanations:

https://forward.ny.gov/metrics-guide-reopening-new-york
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in six cases, all three explanation modes were deemed to work at least rea-
sonably well (compared to the other ones, where one or more explanation
technique was not that convincing), so these tasks were included. Four of
the remaining 14 tasks were chosen randomly to get ten tasks. In the ten
tasks chosen for the experiment, the AutoML predicted correctly in 60 % of
the cases.

The order of these ten tasks was then randomized, except for the first and last
task: the two tasks where all explanation methods seemed to be especially
insightful were used as the first and last one. The one of these two tasks where
the explanations methods seemed to fare better was chosen as the first task,
and the other one as the last task. The order of the rest (in positions 2–9)
was randomized.

This ordering of the ten tasks was kept constant for all participants, re-
gardless of treatment group. The ordering was created to ensure that the
participants would not get discouraged by poor explanations either as the
first or last impression of the explanation methods, since this may create
unnecessary bias against the explanations in lay persons or without more
background information (of, for example, cases where the explanations may
not provide good explanations).

We chose to only include ten tasks, to keep the workload of participants at a
reasonable level, since the prediction tasks themselves could be challenging,
and carefully reading the extensive instructions and background information
was critical but could be time-consuming.
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Figure 3.3: Example of initial prediction task, before seeing the prediction of the
AutoML system, for the first task in the experiment.
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3.2 Treatments: XAI techniques

Figure 3.4 shows an example prediction of the AutoML system used by the
control group; that is, it gives no explanation for its prediction. Each of the
treatment versions of the AutoML system employed a different XAI technique
to explain its predictions. Therefore, in addition to seeing the prediction of
the AutoML system (both visually in a figure with the data, and in writing),
the participants in the treatment groups saw an explanation for the prediction
of the system.

Figure 3.4: Example of AutoML prediction for control group (without explana-
tion), for the first task in the experiment.

We chose and developed the employed XAI techniques with an audience
without ML expertise in mind and based on the findings in Chapter 2 and
especially Section 2.4.2, focusing on explanations that are local, contrastive,
simple (selective and sufficient), and/or non-probabilistic (that is, they do not
refer to probabilities or statistical relationships, but instead direct causes).
To further support non-expert participants in correctly understanding the
XAI techniques, treatment group participants were also provided with in-
structions describing the explanation technique employed by the AutoML
system, including an example explanation, and general suggestions of how
one might interpret both the given and general explanations and what they
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may tell about the underlying model. The full explanation instructions can
be found in Appendix A.

3.2.1 Evidence-based explanation

Evidence-based explanations—that is, in-sample predictions for the his-
torical data shown and utilized for each experiment task—were used as a
simple baseline XAI technique; Figure 3.5 shows an example of the evidence-
based explanation. This explanation shows how the AutoML system would
have predicted previously, for the earlier data: the system is made “blind” to
the historical data of a task (the previous 28 days), and makes predictions
for that time (in this case, in four increments of seven days).

Figure 3.5: Example of evidence-based explanation, for the first task in the
experiment.

This evidence of previous predictions allows one to judge how well the sys-
tem predicts: if the predictions for the history do not make sense or seem
incorrect, then the system may make future predictions that are as unrea-
sonable. On the other hand, if the predictions for the history make sense and
seem correct, the system may also make reasonable predictions for the fu-
ture. Evidence-based explanations, or in-sample forecasts, are frequently pro-
vided by time series forecasting software and models (for example, Prophet:
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https://facebook.github.io/prophet/); hence, it was included as a status
quo alternative to more sophisticated XAI techniques.

This kind of explanation is local (focused on a specific prediction task and
data), simple (small amount of extra information, focus on target variable),
and non-probabilistic (actual predictions shown, not, for example, probabil-
ities for different possible predictions).

3.2.2 SHAP

SHAP (Lundberg and Lee, 2017) is a popular XAI technique for interpreting
the predictions of a (black-box) ML model. SHAP explains a prediction by
assigning an importance value to each variable; in addition, these values add
up to the predicted value explained.

The SHAP variable importance values are calculated relative to a chosen
baseline value (for example, the mean of the variable). SHAP works by sam-
pling random subsets of variables to “turn off”—that is, set to their baseline
values—to see their effect on the prediction. The importance of a single vari-
able is then the change in the prediction, compared to if the variable would
have had the baseline value.

We interpreted every variable value as one feature for which to calculate the
SHAP values. Mujkanovic et al. (2020) suggest using time slices instead of
this kind of direct mapping of features: instead of interpreting every value in
the time series as separate features, the time series are split into slices of a
specified length. This is done partly to make the explanations more robust:
Alvarez-Melis and Jaakkola (2018) have shown that explanation methods
such as SHAP can be sensitive to small changes. On the other hand, using
time slices lowers the resolution of the explanation. Since the data in each
task of this experiment only consisted of 28 values per variable, we did not
use time slices as features, but instead the individual variable values.

As suggested by Ozyegen et al. (2020), global variable means were used
as the baseline values for replacement when calculating the SHAP values.
The global means of each variable were calculated using all data except the
last seven values (the unknown future) and for each state, to allow each
explanation to be state-specific.

SHAP values were calculated separately for each of the seven predictions
(days). Each of the seven predicted values of the AutoML is a distinct pre-
diction, and thus seven SHAP values were calculated for each feature. To
make the explanations simpler and more general, these SHAP values were

https://facebook.github.io/prophet/
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summed and divided by the largest absolute SHAP value to get overall rela-
tive SHAP feature importance scores. These relative SHAP values show the
overall contribution of each feature to all seven predictions collectively and
compared to the other features, and can be intuitively visualized; Figure 3.6
shows an example of the SHAP explanation.

Figure 3.6: Example of SHAP explanation, for the first task in the experiment.

Explanations of this feature importance type show how important each fea-
ture of the data used for a specific prediction is: some values of features
increase and some decrease the predicted value—SHAP shows both the mag-
nitude and direction of these contributions. Thus, we get an explanation that
is local (a specific prediction is explained), non-probabilistic, and potentially
simple (depending on how many features are used for the explanation).

3.2.3 Counterfactual explanation

Counterfactual explanations explain through opposites: in order to ex-
plain why the system made a specific prediction, they show instead one ex-
ample of how the data would need to change to make the AutoML system
change its prediction; that is, they answer questions like “Why this (unex-
pected) prediction instead of that (expected) prediction?” and “What is the
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smallest change to the data that is required for the system to make the
opposite prediction (yes instead of no, no instead of yes)?”

Given these kinds of questions, counterfactual explanations are best suited to
classification tasks; on the other hand, any continuous predicted variable can
be discretized into one or more bins, representing classes, and counterfactual
explanations can then be employed. In our case, we have a binary prediction:
either at least one of the seven predicted values exceeds the given threshold,
or none do. Thus, we can utilize counterfactual explanations to find the
smallest necessary change to get the “opposite” prediction.

The Native-Guide method proposed by Delaney et al. (2020) was utilized in
this experiment. Native-Guide finds a counterfactual—that is, a time series
perturbed from the original data—that is as close as possible to the original
data while still yielding the opposite prediction. It does this by first finding
the closest neighbor in the (training) data (measured with some distance
metric d(Ti, Tj) for time series Ti and Tj) that would receive the opposite
prediction, and then finding a linear combination of that and the original
time series that is as close to the original time series as possible, while still
yielding the opposite prediction. This enables finding counterfactuals that
are as close as possible to the original time series, while still aiming to stay
as close as possible to actual (and therefore more feasible) data instances.

Delaney et al. (2020) demonstrate the use of Native-Guide in univariate time
series classification, but we generalized the concept to multivariate time series
for this experiment by simply using a multivariate distance measure. We com-
pared Independent Dynamic Time Warping (DTW) (Shokoohi-Yekta et al.,
2017) and Euclidean distance measures, but given the time warping nature
of DTW, Euclidean distance was chosen to favor ease of understanding for
non-experts. Changes in all variables except the state ID were allowed, since
changing the state of specific data would not be feasible (whereas changing
the other variables could be).

Figure 3.7 shows an example of the counterfactual explanation. Counter-
factual explanations fit all the criteria we set for the explanations in our
experiment: they are local (focused on a specific prediction), contrastive
(contrasts a prediction with an opposite one), simple (shows smallest neces-
sary changes), and non-probabilistic.
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Figure 3.7: Example of counterfactual explanation, for the first task in the ex-
periment.

3.3 Experiment measurements: trust metrics
and control variables

Two different metrics were used to measure trust in the experiment: attitudi-
nal trust and prediction switching. To measure attitudinal trust (trusting
intentions and trusting beliefs), the 5-point Likert-style questionnaire of Mer-
ritt (2011) was employed. Merritt (2011) used and validated the scale in an
experiment where participants rated screened airport luggage for weapons
with an “Automatic Weapons Detection” (AWD) system: Cronbach’s alphas
for the scale ranged from α = 0.87 to α = 0.92. The scale was also utilized
by Drozdal et al. (2020), and others have also used questionnaires to measure
trust (for example, Dzindolet et al., 2003).

The questionnaire of Merritt (2011) was adapted to the context of this ex-
periment by replacing “AWD” of the original scale with “AutoML system”.
The final scale used was:

1. I believe the AutoML system is a competent performer.

2. I trust the AutoML system.



CHAPTER 3. EXPERIMENT 34

3. I have confidence in the advice given by the AutoML system.

4. I can depend on the AutoML system.

5. I can rely on the AutoML system to behave in consistent ways.

6. I can rely on the AutoML system to do its best every time I take its
advice.

The participants indicated their agreement with each statement on a 5-point
scale:

1. Strongly disagree

2. Disagree

3. Neither agree nor disagree

4. Agree

5. Strongly agree

We also operationalized trust in the AutoML system as prediction switch-
ing, inspired by previous similar research (Merritt, 2011; Yin et al., 2019):
that is, every time the initial prediction of the participant (made before see-
ing the prediction of the AutoML system) disagreed with the prediction of
the AutoML and they switched their (final) prediction to agree with the Au-
toML, they are demonstrating trust (trusting behavior) towards the system.
For each task where the initial prediction of a participant agrees with the
prediction of the AutoML system, this prediction switching metric is unde-
fined; thus, it is possible to get no measurement with this metric for some
participants if they always happen to make the same initial prediction as the
AutoML system.

Table 3.1 shows all the control variables and covariates that were measured
in the experiment, together with their possible values. As suggested by
Cameron and Stinson (2019), gender was measured with the open-ended
question “I identify my gender as:” and recoded to the values

• 0 = Men

• 1 = Women

• 2 = Transgender and Non-Binary Individuals
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using code adapted from Cameron and Stinson (2019).

Level of education, professional field, and job title all had an open-ended
answer option. These were recoded to match the existing levels whenever
possible. “Unemployed” and “No field” were added as values for professional
field and “Unemployed” as a job title, to account for open-ended answers that
fit best into these categories.

Overall confidence in one’s ability to predict future developments based on
data and previous experience with data analysis and/or predictions (yes/no)
were included as control variables, since the confidence in one’s own skills in
a particular task can affect one’s willingness to utilize automation (Lee and
Moray, 1994; Madhavan and Wiegmann, 2007). Confidence in one’s ability
to predict was measured with a 11-point Likert-style item, ranging from “Not
at all confident” (0) to “Very confident” (10).

Previous experience of using AutoML (yes/no) was included as a control
variable since familiarity can affect the perceived expertise or credibility of a
source of information (Madhavan and Wiegmann, 2007).

Propensity to trust affects the disposition of people to trust general oth-
ers (McKnight and Chervany, 2001); this also holds for propensity to trust
machines and actually trusting machines (Merritt, 2011). Therefore, we in-
cluded propensity to trust (PTT) “automated agents” as a control variable,
measured with the Likert-style scale suggested by Jessup et al. (2019), with
the following six questions:

1. Generally, I trust automated agents.

2. Automated agents help me solve many problems.

3. I think it’s a good idea to rely on automated agents for help.

4. I don’t trust the information I get from automated agents.

5. Automated agents are reliable.

6. I rely on automated agents.

The above questions were prefaced with the following general description of
an automated agent, adapted from Jessup et al. (2019): “An automated agent
runs by computerized algorithms and interacts with humans. For example, a
website predicting a medical diagnosis based on symptoms is an automated
agent; likewise, an ATM is an automated agent.”
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Table 3.1: Control variables and covariates measured in the experiment, with
their possible values indicated together with the compact variable names used in
the analysis.

Control/covariate Variable name Values

Age age Positive integer
Gender gender Open-ended, recoded

to four values
Level of education education Four values
Professional field professional_field 18 values
Job title/position
in job hierarchy

job_title Seven values

Job experience job_experience Positive integer
Overall confidence in
ability to predict
based on data

general_confidence 11-point Likert-style
item (range: 0–10)

Previous experience
with data analysis
and/or predictions

previous_data Binary

Previous experience
of using AutoML

previous_automl Binary

Propensity to trust
(Jessup et al., 2019)

ptt 5-point Likert-style
scale, six questions
(range: 1–5)
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3.4 Participants: sample size, recruiting, and
incentives

We calculated approximate statistical power before starting the experiment,
to enable us to choose an appropriate sample size. The expected changes in
trust were based on previous research. Merritt (2011) report changes of 0.35–
0.42 times the standard deviation (SD) in the means of trust measurements,
utilizing a within-subjects experiment design; on the other hand, Drozdal
et al. (2020) report changes of over 1 SD in mean trust, measured on the
same scale of Merritt (2011) and utilizing a within-subject design.

Based on this, we started with an assumption of a change of approximately
0.5 SD in the trust between the groups. To allow for all six pairwise com-
parisons between the groups, we used the p-adjusted formula of Chow et al.
(2008, p. 71) to calculate the sample size. With type I error α = 0.05 and
statistical power 90 % (that is, type II error β = 0.1), we get a sample size
ni,j ≈ 123 for any pairwise comparison of groups i and j; thus, each group k
must have approximately nk ≈ 61, for a total of N ≈ 244.

Initially, we sought a survey population of healthcare-related administration
and management professionals, to have participants who were at least some-
what familiar with the experiment context and task. Recruiting through
a LinkedIn (https://www.linkedin.com/) campaign proved inefficient, and
therefore MTurk (https://www.mturk.com/) was instead used for recruiting
participants.

To further explore whether our target population was feasible from a recruit-
ing perspective, we conducted a pilot experiment on MTurk, with a base pay
of $3 for completing the survey and a maximum of $3 bonus for correct pre-
dictions in the survey. This pilot showed that recruiting MTurk participants
(Workers) matching the preferred profile (healthcare administration) was in-
efficient through MTurk too (no participants completed the survey within
5 days of publishing), whereas with less stringent requirements on field and
job tasks five participants completed the survey in under four hours. Thus,
the population was expanded to include any Workers that had the following
qualifications:

• Masters qualification: Workers who have “consistently demonstrated a
high degree of success in performing a wide range of [tasks] across a
large number of [work requesters]” (https://www.mturk.com/worker/h
elp)

• approval rate of previous assignments—that is, Human Intelligence

https://www.linkedin.com/
https://www.mturk.com/
https://www.mturk.com/worker/help
https://www.mturk.com/worker/help
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Tasks (HITs)—at least 95 %

• completed at least 50 MTurk HITs previously

The monetary incentive for participants was set at a base pay of $4 for
completing the survey and a maximum of $3 bonus for correct predictions in
the survey ($0.15 for each correct initial and final prediction). In addition,
final adjustments to the instructions and visual layout of the experiment were
made based on the feedback of the pilot participants. The pilot experiment
data was discarded.

The participants were then recruited in batches and randomized to the treat-
ment groups, dynamically adjusting the probability of being assigned to a
group in order to make the group sizes as even as possible. In the end, a total
of 260 Workers participated in the survey. Two of these were dropped from
the final data, since they submitted the form multiple times with differing
demographic information each time, suggesting foul play and making it im-
possible to determine their true answers. Two other participants also made
multiple submissions, but with identical answers on demographic questions;
therefore, their first submissions were deemed truthful, and were included.
Thus, the final sample size was N = 258, distributed in the groups as shown
in Table 3.2.

Table 3.2: Sample sizes in each treatment group and in total.

Treatment Size

Control 64
SHAP 64
Evidence-based 66
Counterfactual 64
Total 258

The average score of the participants was approximately 12 correct predic-
tions out of 20 (SD 2.4), yielding an average bonus of $1.8 per participant.

3.5 Experiment survey implementation

The survey was implemented in Google Forms (https://www.google.com/for
ms/about/). Each group had its own survey, identical except for explanations

https://www.google.com/forms/about/
https://www.google.com/forms/about/
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(the explanations themselves for each AutoML prediction, in addition to
mentions and descriptions of them); see Appendix A for the full forms.

In Google Forms, it is not possible to block anyone filling in a survey from
going backwards in the survey; to avoid participants backing and changing
their initial predictions after seeing the final prediction of the AutoML system
(and thus invalidating the economic incentive and contaminating some of
the data), we included warnings that doing so would result in an invalid
submission, and forbade participants from going backwards in the survey at
any point for any reason. To further discourage cheating by going backwards,
participants were required to check a box saying they understand that they
are not allowed to go backwards. A link to a PDF with all the instructions
and background information presented in the survey was included to allow
participants to view the instructions without going backwards in the survey.



Chapter 4

Results and discussion

4.1 Experiment results

The analysis of the experiment results is divided into two parts, one for each
trust metric (attitudinal trust and prediction switching). For attitudinal
trust, an analysis of covariance (ANCOVA) model was fit, and for prediction
switching, logistic regression was used by fitting a generalized linear mixed-
effects model (GLMM) with logit link function. In both cases, all control
variables (see Table 3.1) were controlled for by including them as fixed ef-
fects. Effect sizes are reported as partial η2 for the ANCOVA model; partial
η2 estimates the share of unexplained variance that can be explained by a
predictor (after controlling for all other variables in the model) (Levine and
Hullett, 2002). For the logistic regression, odds ratios of single model coef-
ficients are discussed as a form of effect size. The analysis was performed
using R (R Core Team, 2021).

We used parametric tests, even though some of the variables may not at first
glance seem to fulfill the assumptions required for these tests. For example,
Likert-style items (single Likert-style questions) are technically ordinal scales;
on the other hand, 11 (and more) levels has been recommended as enough to
allow treating it as an interval scale (Leung, 2011; Nunnally and Bernstein,
1994; Wu and Leung, 2017). Moreover, Likert-style scales (that is, sums
or averages of multiple Likert-style items), exhibit linear properties, and are
thus most often treated as interval scales (Streiner et al., 2015). Hence, the
variables we measured with Likert items (overall confidence in one’s ability
to predict) and on Likert scales (PTT and attitudinal trust) were treated as
continuous variables on interval scales, which enabled us to use parametric
tests such as ANCOVA.

40
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4.1.1 Descriptive statistics

Table 4.1 shows the means (with corresponding standard deviations) and ad-
justed means (with corresponding confidence intervals) for attitudinal trust
in each treatment group, in addition to the total number of switches and
non-switches in each group, and their sum—that is, the total number of po-
tential switches (in other words, the number of times the initial prediction of
a participant and the prediction of the AutoML system were in conflict). Pre-
diction switches are also visualized in Figure 4.1. Table 4.2 shows descriptive
statistics for the control variables.

Table 4.1: Attitudinal trust scale means, standard deviations, and adjusted means
with corresponding 95 % confidence intervals, in addition to prediction switch
counts for each treatment (with switches demonstrating agreement with the Au-
toML system and non-switches demonstrating disagreement).

Attitudinal trust Prediction switching

Treatment M SD Madj 95 % CI Switches Non-switches Total

Control 4.07 0.62 4.00 [3.87, 4.12] 144 (62 %) 88 (38 %) 232
SHAP 3.86 0.63 3.93 [3.80, 4.06] 123 (50 %) 121 (50 %) 244
Evidence-based 4.06 0.66 4.05 [3.93, 4.18] 128 (60 %) 87 (40 %) 215
Counterfactual 4.18 0.48 4.19 [4.06, 4.32] 130 (57 %) 98 (43 %) 228

4.1.2 The effect of XAI on attitudinal trust

There was a statistically significant difference in the means of attitudinal
trust between the groups, controlling for all measured control variables (see
Table 3.1), as determined by a one-way ANCOVA (F (3, 222) = 2.899, p =
0.036, partial η2p = 0.038). Table 4.1 shows the adjusted means of attitudinal
trust for each group: the system with counterfactual explanations was trusted
most and evidence-based explanations second most, with control coming in
third place and SHAP trusted the least.

Nevertheless, post hoc tests—simultaneous pairwise comparisons with Tukey’s
honestly significant difference (HSD)—indicated that only the means of SHAP
and counterfactual had a statistically significant difference (t(222) = −2.823,
p = 0.027), whereas the other differences were not statistically significant;
Table 4.3 shows the full results of the post hoc test. The post hoc test was
performed employing the emmeans package (Lenth, 2021).

Four control variables had a statistically significant effect on attitudinal trust:
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Figure 4.1: Number of switches and non-switches for each treatment group.

level of education (F (3, 222) = 3.082, p = 0.028, partial η2p = 0.040), pro-
fessional field (F (17, 222) = 1.806, p = 0.028, partial η2p = 0.125), previ-
ous experience with data analysis and/or predictions (F (1, 222) = 4.725,
p = 0.031, partial η2p = 0.021), and PTT (F (1, 222) = 82.258, p < 0.001,
partial η2p = 0.270). Table 4.4 shows the full ANCOVA results, using Type
III sums of square with orthogonal contrasts (control against one treatment
at a time) defined; the full model coefficients are shown in Table 4.5. The
ANCOVA model was fit with R (R Core Team, 2021), the significance tested
using Anova in the car package (Fox and Weisberg, 2019), and the adjusted
means calculated with the effects package (Fox and Weisberg, 2019).
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4.1.3 The effect of XAI on prediction switching

The prediction switches are binary, and each participant could have 0–10
chances to switch (one switch/non-switch for each time their first prediction
differed from the one made by the AutoML system). Thus, observations were
not independent, and a simple logistic regression could not be employed.

Instead, a GLMM with a logit link function was fit, with participants entering
the model as a random effect. The treatment group (independent variable)
and all control variables (see Table 3.1) were included as fixed effects. All
continuous variables were scaled and centered for a more stable regression.
The GLMM was fit using the lme4 package (Bates et al., 2015); the analysis
of variance of the model, utilizing type III Wald χ2 tests, was performed with
the car package (Fox and Weisberg, 2019).

The analysis of variance based on the GLMM, controlling for all control
variables, found no statistically significant effect of treatment group on pre-
diction switching (χ2(3) = 6.036, p = 0.110). On the other hand, four
covariates had a statistically significant effect on prediction switching: PTT
(χ2(1) = 19.237, p < 0.001), overall confidence in ability to predict based on
data (χ2(1) = 21.067, p < 0.001), previous experience with AutoML (χ2(1) =
21.067, p < 0.001), and professional field (χ2(17) = 28.383, p = 0.041). The
full results of the analysis of variance on the GLMM are shown in Table 4.6.

Table 4.7 shows the full GLMM model coefficients, their standard errors and
significance (using the z values and Wald tests), along with the corresponding
odds ratios (eβ). The coefficients are given in standardized units for contin-
uous variables, since the variables were scaled and centered before fitting the
model. Thus, an odds ratio of x for a continuous variable means that every
increase of one standard deviation in that variable makes it x times more
likely that the person will switch their prediction. For binary variables, odds
ratios simply mean that having the characteristic (for example, having previ-
ous experience with AutoML) makes a person x times more likely to switch
their prediction.

Five control variable coefficients are significant: PTT (Wald z = 4.386, p <
0.001), confidence in one’s ability to predict based on data (Wald z = −4.590,
p < 0.001), previous experience with AutoML (Wald z = 2.121, p = 0.034),
“Transportation, Distribution, and Logistics” (professional field; Wald z =
−2.073, p = 0.038), and “Doctor’s or equivalent” (level of education; Wald
z = 2.121, p = 0.034).

The odds ratios also indicate the direction of the effect of XAI on behavioral
trust: all treatment group odds ratios are less than 1 (all β < 0), meaning
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participants using the treatment systems were less likely to switch their pre-
diction than those using the control system (without explanations). However,
since the analysis of variance on the model did not indicate a statistically sig-
nificant effect of the treatment group, no strong conclusions should be drawn
about these odds ratios: even though they may be statistically significant
when tested separately, as in Table 4.7, this includes multiple comparisons,
and thus inflates the type I error rate unless corrections are made to mitigate
this.
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Table 4.2: Descriptive statistics for control variables (counts and corresponding
percentages) and covariates (means and standard deviations).

Variable M SD N %

age 40.54 9.84
job_experience 16.67 9.83
general_confidence 5.9 2.3
ptt 3.58 0.73
gender_recoded

Man 145 56
Woman 111 43
Transgender/non-binary 2 1

education
Upper secondary 78 30
Bachelor’s or equivalent 146 57
Master’s or equivalent 27 10
Doctoral or equivalent 7 3

professional_field
Agriculture, Food and Natural Resources 3 1
Architecture and Construction 8 3
Arts, Audio/Video Technology and Communications 14 5
Business Management and Administration 21 8
Education and Training 15 6
Finance 16 6
Government and Public Administration 8 3
Health and Medicine 7 3
Hospitality and Tourism 8 3
Human Services 4 2
Information Technology 68 26
Law, Public Safety, Corrections and Security 4 2
Manufacturing 20 8
Marketing, Sales, and Service 25 10
Science, Technology, Engineering, and Mathematics 14 5
Transportation, Distribution, and Logistics 6 2
No field 9 3
Unemployed 8 3

job_title
CEO, CxO 7 3
Manager 75 29
Individual Contributor 114 44
Entry-level 52 20
Unemployed 10 4

previous_data (yes) 101 39
previous_automl (yes) 42 16
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Table 4.3: Tukey’s HSD post hoc test results for attitudinal trust.

Comparison Estimate SE df t p

Control − SHAP 0.070 0.094 222 0.749 0.877
Control − Evidence-based −0.057 0.091 222 −0.625 0.924
Control − Counterfactual −0.194 0.092 222 −2.103 0.155
SHAP − Evidence-based −0.127 0.093 222 −1.367 0.521
SHAP − Counterfactual −0.264 0.094 222 −2.823 0.026*

Evidence-based − Counterfactual −0.137 0.093 222 −1.479 0.452

* p < 0.05

Table 4.4: ANCOVA results for attitudinal trust.

Variable Sum Sq df F Pr(>F) Partial η2

Intercept 5.016 1 20.341 < 0.001*** 0.084
gender 0.245 2 0.496 0.609 0.004
education 2.280 3 3.082 0.028* 0.040
professional_field 7.573 17 1.806 0.029* 0.122
job_title 0.691 4 0.701 0.592 0.012
previous_data 1.165 1 4.725 0.031* 0.021
previous_automl 0.062 1 0.251 0.617 0.001
age 0.443 1 1.798 0.181 0.008
job_experience 0.462 1 1.875 0.172 0.008
general_confidence 0.087 1 0.354 0.553 0.002
ptt 20.285 1 82.258 < 0.001*** 0.270
Treatment group 2.144 3 2.899 0.036* 0.038
Residuals 54.746 222

* p < 0.05 *** p < 0.001
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Table 4.5: Full ANCOVA model coefficients for attitudinal trust.

Variable/factor level β

Intercept 2.101
gender (baseline: Man)

Woman 0.003
Non-binary 0.363

education (baseline: Upper secondary)
Bachelor’s or equivalent −0.160
Master’s or equivalent −0.128
Doctoral or equivalent 0.450

professional_field (baseline: Agriculture, Food and Natural Resources)
Architecture and Construction 0.006
Arts, Audio/Video Technology and Communications 0.003
Business Management and Administration −0.352
Education and Training −0.137
Finance −0.142
Government and Public Administration 0.408
Health and Medicine −0.272
Hospitality and Tourism 0.101
Human Services 0.226
Information Technology −0.035
Law, Public Safety, Corrections and Security −0.201
Manufacturing 0.284
Marketing, Sales, and Service −0.103
Science, Technology, Engineering, and Mathematics 0.002
Transportation, Distribution, and Logistics −0.396
No field −0.223
Unemployed −0.375

job_title (baseline: CEO, CxO)
Manager 0.315
Individual Contributor 0.338
Entry-level 0.302
Unemployed 0.377

previous_data −0.179
previous_automl 0.052
age 0.009
job_experience −0.009
general_confidence 0.011
ptt 0.436
Treatment group (baseline: control)

SHAP −0.115
Evidence-based 0.012
Counterfactual 0.149

Note. The baseline values for binary variables are false (No); baselines for categor-
ical variables (factors) are indicated separately. Variables were not scaled, so the
coefficients are in variable units.
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Table 4.6: GLMM analysis of variance (using type III Wald χ2 tests) results for
prediction switching.

χ2 df Pr(> χ2)

Intercept 0.658 1 0.417
gender 2.073 2 0.355
education 5.263 3 0.153
professional_field 28.383 17 0.041*

job_title 3.313 4 0.507
previous_data 0.294 1 0.588
previous_automl 11.871 1 < 0.001***

age 0.196 1 0.658
job_experience 1.634 1 0.201
general_confidence 21.066 1 < 0.001***

ptt 19.237 1 < 0.001***

Treatment group 6.036 3 0.110

* p < 0.05 *** p < 0.001
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Table 4.7: GLMM results for prediction switching.

Variable/factor level β SE z Pr(>|z|) Odds
ratio

Intercept
Fixed effect 0.966 1.191 0.811 0.417
Random effect (subject) (SD) 0.832

gender (baseline: Man)
Woman 0.180 0.245 0.735 0.463 1.197
Non-binary 1.256 1.004 1.251 0.211 3.512

education (baseline: Upper secondary)
Bachelor’s or equivalent −0.005 0.262 −0.019 0.985 0.995
Master’s or equivalent −0.160 0.405 −0.394 0.693 0.852
Doctoral or equivalent 2.044 0.964 2.121 0.034* 7.718

professional_field (baseline: Agriculture, Food and
Natural Resources)

Architecture and Construction 0.014 1.198 0.012 0.990 1.014
Arts, Audio/Video Technology and Communica-
tions

0.575 1.074 0.535 0.592 1.777

Business Management and Administration 0.077 1.022 0.075 0.940 1.080
Education and Training −0.249 1.077 −0.231 0.817 0.780
Finance 1.189 1.068 1.113 0.266 3.282
Government and Public Administration 0.072 1.121 0.064 0.949 1.074
Health and Medicine −0.663 1.205 −0.550 0.582 0.515
Hospitality and Tourism 1.100 1.234 0.891 0.373 3.004
Human Services −0.419 1.381 −0.303 0.762 0.658
Information Technology −0.112 0.981 −0.114 0.909 0.894
Law, Public Safety, Corrections and Security −1.310 1.496 −0.875 0.381 0.270
Manufacturing −0.183 1.030 −0.178 0.859 0.833
Marketing, Sales, and Service 0.083 1.030 0.080 0.936 1.086
Science, Technology, Engineering, and Mathemat-
ics

0.896 1.069 0.839 0.402 2.450

Transportation, Distribution, and Logistics −2.605 1.257 −2.073 0.038* 0.074
No field −0.782 1.092 −0.716 0.474 0.458
Unemployed −1.323 1.865 −0.710 0.478 0.266

job_title (baseline: CEO, CxO)
Manager −0.168 0.689 −0.244 0.808 0.846
Individual Contributor −0.395 0.680 −0.581 0.561 0.673
Entry-level 0.015 0.714 0.021 0.984 1.015
Unemployed 1.351 1.647 0.821 0.412 3.863

previous_data 0.144 0.266 0.542 0.588 1.155
previous_automl −1.129 0.328 −3.445 < 0.001*** 0.323
age 0.095 0.214 0.442 0.658 1.099
job_experience 0.262 0.205 1.278 0.201 1.299
general_confidence −0.662 0.144 −4.590 < 0.001*** 0.516
ptt 0.502 0.115 4.386 < 0.001*** 1.653
Treatment group (baseline: control)

SHAP −0.644 0.297 −2.169 0.030* 0.525
Evidence-based −0.137 0.302 −0.455 0.649 0.872
Counterfactual −0.483 0.299 −1.613 0.107 0.617

Log likelihood −519.8
AIC 1113.617

Note. Subjects enter the model as random effects (intercepts). The baseline values for binary variables are false
(No); baselines for categorical variables (factors) are indicated separately. Continuous variables were scaled
and centered, and thus the coefficients β are in standardized units.
* p < 0.05 *** p < 0.001
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4.2 Discussion

The experiment results indicate that the employed XAI technique in a time
series forecasting context has a statistically significant effect on user atti-
tudinal trust. Comparing the techniques pairwise showed that counterfac-
tual explanations were trusted most (adjusted mean 4.18; see Table 4.1),
but that only the difference between counterfactuals and SHAP was sta-
tistically significant (0.26 difference in adjusted means; see Table 4.3 for
pairwise comparisons). This seems to support the findings of Miller (2019),
that explanations should be contrastive and selective (simple): counterfac-
tual explanations explain through opposites (“why not this other possible
prediction”) and show only a direct cause (not countless, possibly almost
irrelevant, contributing factors), as compared to SHAP, which in our imple-
mentation shows the contribution of every single variable value to the final
prediction. Evidence-based explanations—arguably the simplest XAI tech-
nique employed—were also trusted more than SHAP (though the difference
was not statistically significant). This further supports the idea that simple
and selective explanations are trusted more, especially in a context with a
large amount of variables and data, such as time series forecasting, where the
amount of information in the prediction task itself is great and explanations
further add to it.

However, the effect size of XAI on attitudinal trust was relatively small:
smaller than that of many control variables, and only a fraction of the effect
size (partial η2 = 0.36) reported by Drozdal et al. (2020). However, the
prediction context in the study by Drozdal et al. (2020) is not related to
time series and is one with less variables and data (loan approval, that is,
binary classification); they were thus able to construct simple and convincing
explanations, and subjects may also have had more knowledge of the task and
therefore a better ability to gauge the performance and trustworthiness of the
AutoML systems. Some of the difference may also be explained by differences
in experiment design: their experiment was a within-subjects one, possibly
reducing unexplained variance significantly and thus making the effect of
XAI more prominent; in addition, their subjects consisted only of students
with ML experience, and the participants had no “skin in the game” (nothing
to lose by trusting or not trusting the AutoML), possibly biasing their trust
measurements to a more positive direction.

When measured by prediction switching, the effect of XAI on trust was not
statistically significant. In addition, based on the GLMM and ANCOVA
model coefficients, the effect on prediction switching was opposite to that
on attitudinal trust for evidence-based and counterfactual explanations: the
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participants were less likely to switch their predictions to align with the ones
of the AutoML system, even though they trusted the systems more (except
for SHAP, which was trusted the least on both metrics). The odds ratios
(see Table 4.7) indicate that with SHAP, participants were 0.525 times as
likely (that is, 47.5 % less likely) to switch than with the control system; for
counterfactual this distrust was weaker (odds ratio 0.617), and weakest for
evidence-based explanations (odds ratio 0.872). On the other hand, the only
statistically significant GLMM coefficient is the one for SHAP, for which the
effect on trust was in the same direction on both metrics, that is, SHAP was
trusted less by both metrics.

Such a discrepancy, between the self-reported attitudinal trust of participants
and their actual trusting behavior, is in agreement with what, among others,
Glaeser et al. (2000) found: attitudinal survey questions about trust predict
trustworthy behavior, not necessarily trusting behavior. Even Kraus (1990,
p. 5), whose meta-analysis showed that attitudes significantly predict behav-
ior, found that “corresponding levels of specificity” of attitude and behavior
measures, in addition to “attitudes formed by direct experience” and “held
with certainty”, increase the correspondence between attitudes and behavior.
In our case, the attitudinal trust was generally not formed by experience or
held with certainty (since the system was new to all participants, and only
16 % of participants had previous experience of using AutoML). Moreover,
the attitudinal trust scale asked questions about the specific AutoML system
but about its reliability and behavior generally, whereas prediction switches
were related to specific instances. In addition, the small number of possible
tasks, and therefore switches, may not have allowed the prediction switch-
ing to have a corresponding level of specificity (generality), and this lack of
strong correspondence may further explain the discrepancy in the results.

Another contributing fact to these differences between attitudes and be-
havior may be the relatively low resolution and lack of robustness of the
prediction switching metric. Given only ten tasks, at most ten switching
opportunities (conflicts) were possible for each participant (eight conflicts
was the maximum)—this does not allow for many opportunities for demon-
strating (dis)trust by switching, and even one switch will result in a large
difference in number of switches and the share of switches compared to non-
switches. Moreover, the prediction task was in practice binary; this made
(dis)agreement binary too, instead of allowing for degrees of (dis)agreement.
This means that it was quite possible for participants to make a prediction
they were not initially confident about, and seeing the AutoML system make
the same prediction made them more confident in their prediction, and thus
seldom switching to disagree; indeed, the confidence of participants in their
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final predictions was for all groups on average higher than their confidence in
their initial prediction. In addition, for all groups, prediction switches in cases
where initial predictions agreed with the ones of the AutoML, participants
switched in only a handful of cases (ranging from 3.1 % to 7.7 %, compared
to the shares of non-switches for conflicting initial predictions, 38 %–50 %,
in Table 4.1).

Interestingly, by both trust metrics, SHAP was trusted the least—even less
than the (black-box) control system—whereas evidence-based explanations
and counterfactuals were both trusted more than the control AutoML sys-
tem (though these differences to the control group were not statistically sig-
nificant). This may be due to the information-heavy nature of the SHAP
explanations—the explanations were included as a separate figure, with a
color for each value of each variable (indicating the importance of the vari-
able values)—this may simply have been too much to take in, leading to
too high a cognitive load and lack of trust in the system due to an explana-
tion that was too complicated. This is also supported by the fact that the
other treatments—both arguably simpler and with less information displayed
and requiring less mathematical thinking and processing—were trusted more.
This suggests, as Miller (2019) found, that one should strive to keep expla-
nations simple and selective.

Another important perspective to consider when interpreting the results is
that of trust calibration: it is possible that an XAI technique may even (jus-
tifiably) decrease trust if it sheds light on the shortcomings of the underlying
model. Usually, the expert developer of a model is convinced of its reliabil-
ity, for example, based on its performance with validation data, and wants
to convince users of its reliability. In such a case, the developer may provide
explanations to try to increase the trust of the users (or even themselves)
in the model, until it matches the actual reliability of the model; users may
even require some kinds of explanations to be able to trust the model. Ex-
planations can also promote continuous calibration of trust, based on the
future performance of the model. Especially with AutoML systems, where
model development is automated and non-experts may be creating models,
meaningful explanations can be crucial in understanding the model and its
strengths and weaknesses, to ensure appropriate trust in it.

Indeed, given that the accuracy of the system in our experiment was only
60 % (in the ten prediction tasks in the experiment), a participant should
rely (completely) on the system only if they are confident that the system
has a better accuracy (that is, if the participant assumes their own accuracy
is 50 % or less—equal to or worse than guessing). Interestingly, the scores of
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those who switched in less than 50 % of cases were higher (mean 13.07 out of
20, SD 3.24) than for those who often (more than 50 % of the time) switched
(mean 11.51, SD 1.74), indicating that “distrusting” participants (those who
did not switch as often) may have simply (justifiably) decided not to rely on
the AutoML system since their own accuracy was higher.

Examining the results from the trust calibration perspective, SHAP was
trusted the least, but it may simply be that it was the explanation best
suited to calibrating trust in the AutoML system: the SHAP explanation
gave the most extensive information about the predictions of the AutoML
system, thus allowing participants to gauge its performance in detail. This
may have led participants to form strong views of the accuracy and validity
of the system, which may not have been possible with the other, less detailed
explanations or the control system with no explanations. Thus, this calibra-
tion view might explain the lack of a strong effect of XAI techniques on trust:
the explanations may have provided valuable information to users, based on
which they adjusted their (attitudinal and behavioral) trust to match the
actual reliability of the system; that is, in the terminology of Lee and See
(2004), they were (more) appropriately using the machine.

It may also be possible that users simply almost blindly trust any kind of ad-
vice by a machine; in such a case, the effect of XAI may not have much of an
effect, or may even be detrimental, since users may instead be exposed to fea-
tures of the AutoML system that seem to them like errors or inconsistencies.
This view would align with the findings of Madhavan and Wiegmann (2007),
that humans often have a schema of machines being perfect, and schema vio-
lations, such as even small errors (especially in easier tasks), would be likely
to be spotted and remembered, hence negatively impacting trust.

Most of the control variables were statistically significant in at least one of
the analysis models, in line with expectations based on previous research; in
fact, only the most general control variables—not directly related to automa-
tion, data analysis, or AutoML (age, gender, job title, job experience)—did
not have a statistically significant effect on either model. In addition, the
statistically significant control variables all had relatively large effects. For
example, education, professional field, and PTT all had larger effect sizes
than treatment group for attitudinal trust (see Table 4.4). For example, the
ANCOVA model coefficients (see Table 4.5) show that an increase of one unit
in PTT increased trust by 0.436; interestingly, having a level of education
of “Doctoral or equivalent” increased trust with 0.450 compared to having
“Upper secondary” education, whereas “Bachelor’s or eq.” or “Master’s or
eq.” education decreased trust.
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The odds ratios for prediction switching (see Table 4.7) indicate similar re-
sults for professional field, previous AutoML experience, confidence in pre-
dictions, and PTT, which have large effects (that is, changes in likelihood of a
switch, compared to the baseline of that variable), at least for some levels (for
non-binary variables). For instance, a higher PTT increased the likelihood
of a switch: increasing PTT by one standard deviation increased made the
participant 1.653 times as likely to switch. Conversely, just as Lee and Moray
(1994) and Madhavan and Wiegmann (2007) found, a higher confidence in
one’s own ability to predict (general_confidence) decreased the likelihood
of a switch (that is, relying on a machine)—every increase of one standard
deviation in confidence in one’s own ability to predict (general_confidence)
made a participant 0.516 times as likely to switch. Interestingly, previous
experience of using AutoML made a participant 0.323 times as likely (that
is, 67.7 % less likely) to switch. Bad previous experiences with using Au-
toML may contribute to a distrust of AutoML in general, especially since
automation errors are often well-remembered (Madhavan and Wiegmann,
2007).

4.2.1 Limitations and future work

Our ability to draw general conclusions is restricted by many limiting fac-
tors. Firstly, our experiment utilized AutoML in a time series forecasting
context. It is possible that this context in itself is too complicated for a
general population to grasp fully, and therefore participants may have been
unable to truly gauge the trustworthiness of the AutoML systems. Complet-
ing the survey online, without any oversight by or possibility of getting help
from the experiment organizer, may have led to misunderstandings, further
impacting the trust of participants in the AutoML systems.

Related to this, our experiment gave participants relatively little information
about the underlying model, owing to the lack of information about previous
and current performance of the system. Participants had no information on
the previous performance of the system (for example, its prediction accu-
racy). On the other hand, the accuracy of a regression model is affected by
the arbitrary choice of an accuracy metric, which may not have provided lay
persons any sensible information; giving a prediction accuracy in terms of
the kinds of binary predictions utilized in the experiment, transformed from
continuous predictions based on prediction thresholds, would naturally have
required choosing a large number of arbitrary thresholds for different cases,
again making the accuracy information arbitrary and possibly misleading.
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Moreover, participants did not know whether the predictions given by the
system for the experiment tasks were correct, until after the experiment;
thus, they had to form their own views of the accuracy of the system based
on how convincing and reasonable its predictions and explanations seemed.
Leaving out the ground truth was nonetheless a design choice we had to
make, due to technical restrictions of the Google Forms platform: we could
not block participants from going backwards and changing their responses,
and hence some participants could have changed their predictions after seeing
the ground truth and thus contaminated the data.

The information participants could get of the system was also restricted by
the low number of prediction tasks. By increasing the number of predictions,
participants would have been able to see the model in action in more cases,
possibly giving them a more detailed picture of its performance in a diverse
set of situations.

As discussed previously, given more tasks, the prediction switching measure
would also have been more robust. The binary nature of the predictions
also affected the sensitivity of the prediction switching metric: no degree of
agreement was possible, since (dis)agreement was binary. Including a metric
of trust such as prediction switching was nevertheless important, since it
can provide valuable information: if users only say they trust an AutoML
system, but do not demonstrate trusting behavior by actually relying on it,
the measured attitudinal trust may be misleading.

Another limiting factor is our sample of subjects, which may not be represen-
tative enough to generalize to a general population anywhere. Our subjects
were drawn from the pool of available MTurk Workers, whose demographic
distribution is heavily biased towards US and, especially at specific times of
day, Indian Workers (Difallah et al., 2018). Simple issues such as time zones
may have affected our sampling: depending on when the MTurk batches
were published and how quickly they were completed, the Workers who were
able to accept the tasks may have been limited to specific time zones. We
did not ask the participants about their nationality or country of residence,
so we could not control for nationality or culture possibly influencing trust
in AutoML; previous research has indicated differences between cultures in
interpersonal and human-automation trust (Hoff and Bashir, 2015). On the
other hand, our sample is clearly more diverse and representative than the
all-student samples commonly utilized in research, as demonstrated by Ta-
ble 4.2.

The incentives of participants and the time invested by participants in the
experiment may also have contributed to the relatively small effect of XAI
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on trust: it may be that someone with more skin in the game (for instance, a
real decision maker) would have more thoroughly considered the data, tasks,
and the predictions and explanations of the AutoML system, and in this
case the effect of XAI might have been more pronounced. A Worker, in a
hurry to complete the survey, may not have carefully considered and utilized
the information provided by the XAI techniques, but may instead only have
been further burdened by having to also understand the explanations of the
AutoML system, thus reducing the effect of XAI. Adjusting the incentives to
focus more on correct predictions (even penalizing incorrect ones) or requiring
participants to use a certain amount of time to complete the survey may
have contributed to participants having a more thorough understanding of
the AutoML model and its explanations.

The lack of oversight by and connection with the experiment organizer, in-
herent in work done by Workers, might have also led to some not doing their
best, or even cheating (for example, by going backwards, regardless of being
explicitly forbidden to do so). Nevertheless, only a handful of Workers clearly
cheated (by submitting multiple surveys), and we are inclined to trust in the
honesty of the participants.

Future work can mitigate the limitations outlined above

• by utilizing AutoML in a simpler context, to reduce the poten-
tially confounding effect of an unfamiliar and complicated context and
more accurately gauge the effect of XAI on trust;

• by increasing the number of tasks in the experiment, to give
more participants more first-hand information on the AutoML system,
and to make prediction switching a more robust metric;

• by providing more information on the performance and accu-
racy of the AutoML system, both in terms of previous accuracy
and the correctness of the predictions it gives for the experiment tasks;

• by adjusting incentives and time spent by participants, to en-
courage and ensure thorough understanding of the AutoML model and
the information provided by the XAI technique; and

• by conducting the study with an experiment organizer present,
to be able to interact with the participants, clear up misconceptions,
and oversee the process to avoid cheating.
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Conclusion

This thesis studied the feasibility of using XAI to affect user trust in AutoML.
We conducted an RCT comparing the effect of three XAI techniques on user
trust in an AutoML system, and our results showed a statistically signifi-
cant difference in attitudinal trust but no statistically significant difference
in behavioral trust (switching predictions to align with the AutoML). Atti-
tudinal trust was highest for the AutoML system employing counterfactual
explanations, and SHAP was trusted the least; indeed, the only statistically
significant pairwise comparison was the difference between attitudinal trust
in the system giving counterfactual explanations and SHAP. Nevertheless,
affecting trust proved challenging: the effect size of treatment group on at-
titudinal trust was relatively small compared to previous research and the
effects of control variables. Measured by behavioral trust, participants were
significantly less likely to trust all the treatment systems, with SHAP again
trusted the least; nevertheless, this effect was not statistically significant.

The results of our experiment indicate that, although XAI has shown promise
as a tool for increasing the transparency of and trust in (Auto)ML models,
especially in somewhat simpler prediction tasks, these findings may not gen-
eralize to contexts with more variables and data, such as the multivariate
time series forecasting context of our experiment. Such a context is a chal-
lenge for humans and models alike, and understanding it may be challenging
for lay persons; the cognitive load of a AutoML user can be further exac-
erbated by (possibly complicated) explanations, negatively affecting trust
in the system—this might explain the observed difference in trust between
the relatively simple counterfactual explanations and SHAP, which provided
users with extensive information. Future work could aim to gauge the effect
of the amount of information, by examining the effects of XAI in simpler
prediction contexts or with similar explanations, with only the amount of
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information varied.

Nevertheless, our results show some differences in user trust, and given the
promising results of previous research on employing XAI techniques to in-
crease the transparency of ML and AutoML systems, future work could fur-
ther develop these ideas in the AutoML context. Using our experiment as a
starting point, one could form a view of how to increase or decrease trust, by
developing new XAI techniques and observing how they affect user trust. The
art of explanation is challenging, yet a crucial skill: for example, meaningful
and effective explanations are important when trying to persuade someone
to adopt a new method over another, especially in complex tasks with high
stakes, however convinced one may be of the superiority of that method.
Explanations that are too detailed and complicated or too vague or general
could even be harmful and lower trust.

Thus, an important question for future research is how much transparency
and information is optimal. Users should be provided enough and sufficient
information on an AutoML system, to enable them to gain an initial under-
standing of it. Further information is required to allow users to continuously
calibrate their trust in the system to a justifiable level that matches the ac-
tual reliability demonstrated by the system in future tasks; this can ensure
appropriate and continued reliance on the system. Users should, however, not
be overwhelmed by the amount of information provided, possibly lowering
their trust unjustifiably.

After all, calibrating user trust should be one of our most important missions
as designers and developers of AutoML systems and algorithms in general: in
a world that is increasingly governed by data and models, people should be
able to trust the decisions made based on the predictions of these models, and
that means we must not strive for blind trust in algorithms—only calibrated
trust and appropriate reliance.
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Appendix A

Experiment surveys

The Google Forms surveys utilized in the experiment are included in the
sections below as printed versions; the layout of these printed versions slightly
differ from that of the online forms, and they display some answer formatting
requirements, which are automatically enforced by the online forms and thus
not shown by default. After completing the survey, the participants were
shown a debriefing page, with the following text:

Thank you for your time and for participating in the survey! The survey is
now finished, and your answers have been submitted.
The experiment’s goal is to study whether and how explainability features
(in this case, explaining the system’s predictions in different ways)—or the
lack of them—affect the users’ trust in the system and its predictions. Trust
is measured using the trust questionnaire you filled in after your predictions,
and by the share of times you switched your predictions when your initial
prediction differed from that made by the AutoML system.
The experiment is done as part of the research for a Master’s thesis, and the
results will be published and available publicly as part of that thesis later
this year.
If you have any feedback or questions, you can contact the thesis author and
experiment organizer Cosmo Jenytin (cosmo@mindsdb.com).
To verify that you have completed the survey, fill in this code in your HIT
on MTurk:
mdb-experiment-group-X
You can now view your results by clicking "View your score" below, and
close this window.

The “X” in “mdb-experiment-group-X” was replaced with the number of the
experiment group (1, 2.1, 2.2, or 2.3). From the feedback page, the partici-
pants could also click “View score” to review their answers and to see which
were correct.
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1.

M
ark only one oval.

Yes

N
ote: you are not allow

ed
 to go b

ackw
ard

s in the survey for any reason. If you go b
ack to a p

revious
p

age, your sub
m

ission w
ill b

e invalid
.

A
ll the instructions can be found as a PD

F here: https://drive.google.com
/file/d/1nq-8rKE0FR_2vz-U

N
iM

W
1isA

N
YcRXVSq/view

?
usp=sharing. O

pen this PD
F in a separate w

indow
, so you have access to it throughout the experim

ent w
ithout going backw

ards in the 
form

 (w
hich results in an invalid subm

ission).

2.

M
ark only one oval.

Yes

A
utoM

L survey group 1
This study is done as part of a M

aster’s Thesis, in collaboration w
ith M

indsD
B (m

indsdb.com
), and the results 

and the thesis w
ill be published later this year.


In this survey, you w
ill use the predictions of an Autom

ated M
achine Learning (AutoM

L) system
. AutoM

L 
system

s autom
ate one or m

ore phases of the process of creating a M
achine Learning (M

L) m
odel; this w

ay, 
anyone can create a com

plex M
L m

odel w
ithout deep know

ledge of M
L itself. M

achine Learning (M
L) 

describes a type of com
puter program

 that learns in a w
ay sim

ilar to hum
an beings. Rather than em

ploy 
statistical techniques or sim

ple m
athem

atics to analyze a large am
ount of data, the M

L m
odel learns by 

exam
ple and is able to digest a large am

ount of data, and be trained to give increm
entally m

ore and m
ore 

accurate predictions if it is fed m
ore and m

ore data.


Your task in this survey w
ill be to m

ake predictions about adult Intensive C
are Unit (IC

U) bed utilization during 
the C

O
VID

-19 pandem
ic. Your goal is to estim

ate the percentage of adult IC
U beds occupied, given a certain 

scenario. You w
ill also be show

n the predictions of an AutoM
L system

 to take into account.


Your goal should be to m
ake as m

any correct predictions as possible.


The survey proceeds as follow
s.


1. Before the tasks begin, w
e w

ill ask you to fill in som
e necessary inform

ation about yourself and give your 
inform

ed consent about us gathering and storing your anonym
ized answ

ers.

2. Then you w

ill be show
n a description of the data used and how

 you should m
ake your predictions.


3. Then, you w
ill m

ake predictions in ten scenarios, w
ith support from

 an AutoM
L system

. A
fter these 

predictions, you w
ill fill in a questionnaire based on your experience w

ith the AutoM
L system

.


A
fter this the study is done. You w

ill see how
 your predictions com

pare to the actual adult IC
U bed utilization. 

You w
ill also have the opportunity to give feedback on the experim

ent and the AutoM
L system

s used.


If you have any questions, please contact the survey organizer and thesis author C
osm

o Jenytin 
(cosm

o@
m

indsdb.com
).

* Required

Inform
ed

 consent: I consent to m
y answ

ers b
eing used

 and
 published

 anonym
ously. The

b
ackground

 inform
ation asked

 here w
ill b

e connected
 to your survey answ

ers and
 anonym

ized
. *

I understand
 that I am

 not allow
ed

 to go b
ackw

ards (go b
ack to previous pages) in the survey, and

that doing so w
ill result in m

y subm
ission b

eing invalid
. *

B
ackground

inform
ation

Please answ
er the follow

ing questions. Your answ
ers w

ill be used and stored 
anonym

ously.

3.4.5.

M
ark only one oval.

O
ther:

Upper secondary

Bachelor’s or equivalent

M
aster’s or equivalent

D
octoral or equivalent

A
ge *

I identify m
y gender as *

Ed
ucation *
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6.

M
ark only one oval.

O
ther:

A
griculture, Food and N

atural Resources

A
rchitecture and C

onstruction

A
rts, Audio/Video Technology and C

om
m

unications

Business M
anagem

ent and A
dm

inistration

Education and Training

Finance

G
overnm

ent and Public A
dm

inistration

H
ealth and M

edicine

H
ospitality and Tourism

H
um

an Services

Inform
ation Technology

Law
, Public Safety, C

orrections and Security

M
anufacturing

M
arketing, Sales, and Service

Science, Technology, Engineering, and M
athem

atics

Transportation, D
istribution, and Logistics

7.

M
ark only one oval.

O
ther:

C
hairperson, m

em
ber of Board of D

irectors

C
EO, C

xO

Vice President

M
anager

Individual C
ontributor

Entry-level

8.

Professional field
 *

Job
 title *

Job
 experience (years) *

9.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

10.

M
ark only one oval.

Yes

N
o

11.

M
ark only one oval.

Yes

N
o

12.

M
ark only one oval per row

.

H
ow

 confident are you, in general, in your ability to pred
ict future developm

ents b
ased

 on data? *
N

O
TE: there are 11 levels to choose from

 (0–
10), please scroll if you cannot see all alternatives.

H
ave you previously w

orked
 w

ith data analysis or pred
ictions? *

This can, for exam
ple, m

ean w
orking w

ith sim
ple data analysis tools (e.g., Excel) or m

ore advanced tools, such as M
achine

Learning (M
L) m

odels.

H
ave you previously used

 an A
utom

ated
 M

achine Learning (A
utoM

L) system
? *

A
n A

utoM
L system

 is a M
achine Learning system

 that can autom
ate one or m

ore phases of a data science or M
achine

Learning m
odel developm

ent process.

Please answ
er the follow

ing questions on autom
ated

 agents. *
A

n autom
ated agent runs by com

puterized algorithm
s and interacts w

ith hum
ans. For exam

ple, a w
ebsite predicting a m

edical
diagnosis based on sym

ptom
s is an autom

ated agent; likew
ise, an ATM

 is an autom
ated agent. N

O
TE: there are five levels to

choose from
, please scroll if you cannot see all alternatives.

Strongly
disagree

D
isagree

N
either agree nor

disagree
A

gree
Strongly

agree

G
enerally, I trust autom

ated agents.

Autom
ated agents help m

e solve
m

any problem
s.

I think it’s a good idea to rely on
autom

ated agents for help.

I don’t trust the inform
ation I get

from
 autom

ated agents.

Autom
ated agents are reliable.

I rely on autom
ated agents.

G
enerally, I trust autom

ated agents.

Autom
ated agents help m

e solve
m

any problem
s.

I think it’s a good idea to rely on
autom

ated agents for help.

I don’t trust the inform
ation I get

from
 autom

ated agents.

Autom
ated agents are reliable.

I rely on autom
ated agents.
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Tasks,
tools,
and
data

These instructions can be found as a PD
F here: https://drive.google.com

/file/d/1nq-8rKE0FR_2vz-
U

N
iM

W
1isA

N
YcRXVSq/view

?usp=sharing. O
pen this PD

F in a separate w
indow

, so you have access to it 
throughout the experim

ent w
ithout going backw

ards in the form
 (w

hich results in an invalid subm
ission).

Tasks and
 tools

D
ata

The state-level data and variables used in this experim
ent are described below

. N
ote that the figure scales of the variables can 

change betw
een tasks. The description can also be found in the PD

F (see the link at the top of this page) w
ith the rest of the 

instructions.

D
escription of data variables

Tasks
1–10

N
ow

 you w
ill m

ake ten predictions w
ithout and ten prediction w

ith the help of an A
utoM

L system
, as described in 

the instructions. Rem
em

ber, you are not allow
ed to go back at any point; doing so w

ill result in your subm
ission 

being invalid.

Task 1: data and
 your initial pred

iction
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D
ata for the previous 28 days (days -28 to -1)

13.
1 point

M
ark only one oval.

Yes

N
o

14.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 1: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

A
utoM

L p
red

iction: Yes
Based on the prediction of the A

utoM
L system

, show
n in green in the figure above, the adult IC

U
 bed utilization W

ILL exceed the 
indicated threshold in the follow

ing seven days (days 0–
6 in the figure).

15.
1 point

M
ark only one oval.

Yes

N
o

16.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 2: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

17.
1 point

M
ark only one oval.

Yes

N
o

18.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 2: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

19.
1 point

M
ark only one oval.

Yes

N
o

20.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 3: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

21.
1 point

M
ark only one oval.

Yes

N
o

22.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 3: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

A
utoM

L p
red

iction: Yes
Based on the prediction of the A

utoM
L system

, show
n in green in the figure above, the adult IC

U
 bed utilization W

ILL exceed the 
indicated threshold in the follow

ing seven days (days 0–
6 in the figure).

23.
1 point

M
ark only one oval.

Yes

N
o

24.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 4: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

25.
1 point

M
ark only one oval.

Yes

N
o

26.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 4: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

A
utoM

L p
red

iction: Yes
Based on the prediction of the A

utoM
L system

, show
n in green in the figure above, the adult IC

U
 bed utilization W

ILL exceed the 
indicated threshold in the follow

ing seven days (days 0–
6 in the figure).

27.
1 point

M
ark only one oval.

Yes

N
o

28.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 5: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

29.
1 point

M
ark only one oval.

Yes

N
o

30.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 5: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

31.
1 point

M
ark only one oval.

Yes

N
o

32.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 6: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

33.
1 point

M
ark only one oval.

Yes

N
o

34.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 6: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 90

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

35.
1 point

M
ark only one oval.

Yes

N
o

36.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 7: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 90

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

37.
1 point

M
ark only one oval.

Yes

N
o

38.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 7: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

39.
1 point

M
ark only one oval.

Yes

N
o

40.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 8: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

41.
1 point

M
ark only one oval.

Yes

N
o

42.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 8: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 70

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

43.
1 point

M
ark only one oval.

Yes

N
o

44.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 9: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 70

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

45.
1 point

M
ark only one oval.

Yes

N
o

46.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 9: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

47.
1 point

M
ark only one oval.

Yes

N
o

48.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 10
: data and

 your initial pred
iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

49.
1 point

M
ark only one oval.

Yes

N
o

50.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 10
: A

utoM
L pred

iction and
 your final pred

iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

51.
1 point

M
ark only one oval.

Yes

N
o

52.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Q
uestionnaire on your experiences w

ith the A
utoM

L system

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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53.

M
ark only one oval per row

.

M
Turk questions and

inform
ation

The follow
ing inform

ation is needed for approving your task (and possible bonus) 
paym

ent.

54.Feed
b

ack

55.

Exam
ple: 4:03:32 (4 hours, 3 m

inutes, 32 seconds)

Please answ
er the follow

ing questions b
ased

 on your experiences w
ith the A

utoM
L system

 that
provided

 you w
ith the pred

ictions for the previous ten tasks. *
N

O
TE: there are five levels to choose from

 for each row
, please scroll if you cannot see all alternatives.

Strongly
disagree

D
isagree

N
either agree nor

disagree
A

gree
Strongly

agree

I believe the AutoM
L system

 is a
com

petent perform
er.

I trust the AutoM
L system

.

I have confidence in the advice
given by the AutoM

L system
.

I can depend on the AutoM
L

system
.

I can rely on the AutoM
L system

 to
behave in consistent w

ays.

I can rely on the AutoM
L system

 to
do its best every tim

e I take its
advice.

I believe the AutoM
L system

 is a
com

petent perform
er.

I trust the AutoM
L system

.

I have confidence in the advice
given by the AutoM

L system
.

I can depend on the AutoM
L

system
.

I can rely on the AutoM
L system

 to
behave in consistent w

ays.

I can rely on the AutoM
L system

 to
do its best every tim

e I take its
advice.

Please fill in your M
Turk W

orker ID
 *

This w
ill be used to verify that you have com

pleted the task before approving and paying. See e.g. https://blog.m
turk.com

/get-
to-know

-the-new
-w

orker-site-4a69967d90c3 for instructions to find your W
orkerID.

A
pproxim

ately how
 long d

id
 you take to com

plete the survey? *

56.

57.

58.

N
ext: sub

m
ission

N
ext, you w

ill subm
it your answ

ers. In the survey com
pletion m

essage, you w
ill be show

n a debriefing of the survey. D
o not close the 

w
indow

 yet, instead read through the debriefing. A
t the end you w

ill find the code you w
ill need to fill in in your H

IT on M
Turk to verify 

that you have com
pleted the survey and get your paym

ent.


In addition, after subm
itting you can see your results, i.e. how

 m
any of your (10) initial and (10) final predictions w

ere correct (w
hich 

is the basis for any bonus to be paid to you).

This content is neither created nor endorsed by G
oogle.

D
o you have feed

b
ack on the A

utoM
L system

? *
E.g., w

hat m
ade them

 (un)trustw
orthy, w

hat w
ould m

ake them
 m

ore or less trustw
orthy, or w

hat w
ould you require of an

A
utoM

L system
 to trust it enough to use it as support for decision m

aking?

D
o you have any feed

b
ack on the experim

ent itself? *
E.g., w

as the structure of the experim
ent clear, w

ere the instructions clear, w
ould you have w

anted m
ore or less instructions,

did the order of tasks m
ake sense, ...

D
o you have any other feed

b
ack? *

  Form
s
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1.

M
ark only one oval.

Yes

N
ote: you are not allow

ed
 to go b

ackw
ard

s in the survey for any reason. If you go b
ack to a p

revious
p

age, your sub
m

ission w
ill b

e invalid
.

A
ll the instructions can be found as a PD

F here: https://drive.google.com
/file/d/1h_m

j3m
ZBT15C

63PLb1864J2I5ekQ
3R1r/view

?
usp=sharing. O

pen this PD
F in a separate w

indow
, so you have access to it throughout the experim

ent w
ithout going backw

ards in the 
form

 (w
hich results in an invalid subm

ission).

A
utoM

L survey group 2.1
This study is done as part of a M

aster’s Thesis, in collaboration w
ith M

indsD
B (m

indsdb.com
), and the results 

and the thesis w
ill be published later this year.


In this survey, you w
ill use the predictions of an Autom

ated M
achine Learning (AutoM

L) system
. AutoM

L 
system

s autom
ate one or m

ore phases of the process of creating a M
achine Learning (M

L) m
odel; this w

ay, 
anyone can create a com

plex M
L m

odel w
ithout deep know

ledge of M
L itself. M

achine Learning (M
L) 

describes a type of com
puter program

 that learns in a w
ay sim

ilar to hum
an beings. Rather than em

ploy 
statistical techniques or sim

ple m
athem

atics to analyze a large am
ount of data, the M

L m
odel learns by 

exam
ple and is able to digest a large am

ount of data, and be trained to give increm
entally m

ore and m
ore 

accurate predictions if it is fed m
ore and m

ore data.


Your task in this survey w
ill be to m

ake predictions about adult Intensive C
are Unit (IC

U) bed utilization during 
the C

O
VID

-19 pandem
ic. Your goal is to estim

ate the percentage of adult IC
U beds occupied, given a certain 

scenario. You w
ill also be show

n the predictions of an AutoM
L system

 to take into account, and the AutoM
L 

system
 w

ill also explain its predictions.


Your goal should be to m
ake as m

any correct predictions as possible.


The survey proceeds as follow
s.


1. Before the tasks begin, w
e w

ill ask you to fill in som
e necessary inform

ation about yourself and give your 
inform

ed consent about us gathering and storing your anonym
ized answ

ers.

2. Then you w

ill be show
n a description of the data used and how

 you should m
ake your predictions. You w

ill 
also be show

n instructions on how
 to interpret the AutoM

L system
's explanations for its predictions.


3. Then, you w
ill m

ake predictions in ten scenarios, w
ith support from

 an AutoM
L system

. A
fter these 

predictions, you w
ill fill in a questionnaire based on your experience w

ith the AutoM
L system

.


A
fter this the study is done. You w

ill see how
 your predictions com

pare to the actual adult IC
U bed utilization. 

You w
ill also have the opportunity to give feedback on the experim

ent and the AutoM
L system

s used.


If you have any questions, please contact the survey organizer and thesis author C
osm

o Jenytin 
(cosm

o@
m

indsdb.com
).

* Required

Inform
ed

 consent: I consent to m
y answ

ers b
eing used

 and
 published

 anonym
ously. The

b
ackground

 inform
ation asked

 here w
ill b

e connected
 to your survey answ

ers and
 anonym

ized
. *

2.

M
ark only one oval.

Yes

B
ackground

inform
ation

Please answ
er the follow

ing questions. Your answ
ers w

ill be used and stored 
anonym

ously.

3.4.5.

M
ark only one oval.

O
ther:

Upper secondary

Bachelor’s or equivalent

M
aster’s or equivalent

D
octoral or equivalent

I understand
 that I am

 not allow
ed

 to go b
ackw

ards (go b
ack to previous pages) in the survey, and

that doing so w
ill result in m

y subm
ission b

eing invalid
. *

A
ge *

I identify m
y gender as *

Ed
ucation *
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6.

M
ark only one oval.

O
ther:

A
griculture, Food and N

atural Resources

A
rchitecture and C

onstruction

A
rts, Audio/Video Technology and C

om
m

unications

Business M
anagem

ent and A
dm

inistration

Education and Training

Finance

G
overnm

ent and Public A
dm

inistration

H
ealth and M

edicine

H
ospitality and Tourism

H
um

an Services

Inform
ation Technology

Law
, Public Safety, C

orrections and Security

M
anufacturing

M
arketing, Sales, and Service

Science, Technology, Engineering, and M
athem

atics

Transportation, D
istribution, and Logistics

7.

M
ark only one oval.

O
ther:

C
hairperson, m

em
ber of Board of D

irectors

C
EO, C

xO

Vice President

M
anager

Individual C
ontributor

Entry-level

8.

Professional field
 *

Job
 title *

Job
 experience (years) *

9.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

10.

M
ark only one oval.

Yes

N
o

11.

M
ark only one oval.

Yes

N
o

12.

M
ark only one oval per row

.

H
ow

 confident are you, in general, in your ability to pred
ict future developm

ents b
ased

 on data? *
N

O
TE: there are 11 levels to choose from

 (0–
10), please scroll if you cannot see all alternatives.

H
ave you previously w

orked
 w

ith data analysis or pred
ictions? *

This can, for exam
ple, m

ean w
orking w

ith sim
ple data analysis tools (e.g., Excel) or m

ore advanced tools, such as M
achine

Learning (M
L) m

odels.

H
ave you previously used

 an A
utom

ated
 M

achine Learning (A
utoM

L) system
? *

A
n A

utoM
L system

 is a M
achine Learning system

 that can autom
ate one or m

ore phases of a data science or M
achine

Learning m
odel developm

ent process.

Please answ
er the follow

ing questions on autom
ated

 agents. *
A

n autom
ated agent runs by com

puterized algorithm
s and interacts w

ith hum
ans. For exam

ple, a w
ebsite predicting a m

edical
diagnosis based on sym

ptom
s is an autom

ated agent; likew
ise, an ATM

 is an autom
ated agent. N

O
TE: there are five levels to

choose from
, please scroll if you cannot see all alternatives.

Strongly
disagree

D
isagree

N
either agree nor

disagree
A

gree
Strongly

agree

G
enerally, I trust autom

ated agents.

Autom
ated agents help m

e solve
m

any problem
s.

I think it’s a good idea to rely on
autom

ated agents for help.

I don’t trust the inform
ation I get

from
 autom

ated agents.

Autom
ated agents are reliable.

I rely on autom
ated agents.

G
enerally, I trust autom

ated agents.

Autom
ated agents help m

e solve
m

any problem
s.

I think it’s a good idea to rely on
autom

ated agents for help.

I don’t trust the inform
ation I get

from
 autom

ated agents.

Autom
ated agents are reliable.

I rely on autom
ated agents.
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Tasks,
tools,
and
data

These instructions can be found as a PD
F here: 

https://drive.google.com
/file/d/1h_m

j3m
ZBT15C

63PLb1864J2I5ekQ
3R1r/view

?usp=sharing. O
pen this PD

F in a 
separate w

indow
, so you have access to it throughout the experim

ent w
ithout going backw

ards in the form
 (w

hich 
results in an invalid subm

ission).

Tasks and
 tools

D
ata

The state-level data and variables used in this experim
ent are described below

. N
ote that the figure scales of the variables can 

change betw
een tasks. The description can also be found in the PD

F (see the link at the top of this page) w
ith the rest of the 

instructions.

D
escription of data variables

Tasks
1–10

N
ow

 you w
ill m

ake ten predictions w
ithout and ten prediction w

ith the help of an A
utoM

L system
, as described in 

the instructions. Rem
em

ber, you are not allow
ed to go back at any point; doing so w

ill result in your subm
ission 

being invalid.

The A
utoM

L system
 w

ill m
ake p

red
ictions for you to consid

er; in ad
d

ition, it explains its p
red

ictions.
B

elow
 is an exam

ple of an explanation, and
 som

e rem
arks on how

 one can interp
ret it.
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Exam
ple explanation of the A

utoM
L system

Pred
iction explanations: d

ata im
p

ortances, i.e. "W
hat p

arts of the d
ata contrib

uted
 m

ost to this
sp

ecific p
red

iction?"
For this explanation, the A

utoM
L system

 has used m
athem

atical techniques to determ
ine how

 m
uch an individual data point 

contributes to the final prediction.


The explanations show
 visually how

 different points of data contributed to the predictions, relative to each other. A
 red background 

indicates the data point had a positive im
pact (i.e. increased the predicted utilizations); a blue background indicates the data had a 

negative im
pact (i.e. decreased the predicted utilizations); a w

hite background indicates no significant im
pact on the predictions. A

 
deeper color indicates a m

ore significant im
pact, relative to the other data. The deepest color (red or blue) indicates that data had the 

biggest (positive or negative) im
pact of all data.


In the above exam
ple, one could, for exam

ple, look at the colors to see how
 reasonable the m

odel seem
s to be. The large dip in adult 

IC
U

 bed utilization on day -5 has a significant negative im
pact on the predictions (i.e., this decreases the predicted values), w

hich 
seem

s to m
ake sense given that a low

er previous IC
U

 bed utilization probably m
eans the utilization in the near future w

ill be 
som

ew
hat low

er than otherw
ise.

Task 1: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

13.
1 point

M
ark only one oval.

Yes

N
o

14.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 1: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: Yes
Based on the prediction of the A

utoM
L system

, show
n in green in the figure above, the adult IC

U
 bed utilization W

ILL exceed the 
indicated threshold in the follow

ing seven days (days 0–
6 in the figure).

15.
1 point

M
ark only one oval.

Yes

N
o

16.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 2: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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17.
1 point

M
ark only one oval.

Yes

N
o

18.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 2: A
utoM

L pred
iction and

 your final pred
iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

19.
1 point

M
ark only one oval.

Yes

N
o

20.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 3: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

21.
1 point

M
ark only one oval.

Yes

N
o

22.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 3: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: Yes
Based on the prediction of the A

utoM
L system

, show
n in green in the figure above, the adult IC

U
 bed utilization W

ILL exceed the 
indicated threshold in the follow

ing seven days (days 0–
6 in the figure).
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23.
1 point

M
ark only one oval.

Yes

N
o

24.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 4: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

25.
1 point

M
ark only one oval.

Yes

N
o

26.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 4: A
utoM

L pred
iction and

 your final pred
iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

APPENDIX A. EXPERIMENT SURVEYS 89



D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: Yes
Based on the prediction of the A

utoM
L system

, show
n in green in the figure above, the adult IC

U
 bed utilization W

ILL exceed the 
indicated threshold in the follow

ing seven days (days 0–
6 in the figure).

27.
1 point

M
ark only one oval.

Yes

N
o

28.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 5: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1)

29.
1 point

M
ark only one oval.

Yes

N
o

30.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 5: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

31.
1 point

M
ark only one oval.

Yes

N
o

32.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 6: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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33.
1 point

M
ark only one oval.

Yes

N
o

34.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 6: A
utoM

L pred
iction and

 your final pred
iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 90

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

35.
1 point

M
ark only one oval.

Yes

N
o

36.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 7: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 90

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

37.
1 point

M
ark only one oval.

Yes

N
o

38.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 7: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).
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39.
1 point

M
ark only one oval.

Yes

N
o

40.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 8: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

41.
1 point

M
ark only one oval.

Yes

N
o

42.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 8: A
utoM

L pred
iction and

 your final pred
iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 70

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

43.
1 point

M
ark only one oval.

Yes

N
o

44.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 9: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 70

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1)

45.
1 point

M
ark only one oval.

Yes

N
o

46.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 9: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

47.
1 point

M
ark only one oval.

Yes

N
o

48.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 10
: data and

 your initial pred
iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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49.
1 point

M
ark only one oval.

Yes

N
o

50.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 10
: A

utoM
L pred

iction and
 your final pred

iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

51.
1 point

M
ark only one oval.

Yes

N
o

52.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Q
uestionnaire on your experiences w

ith the A
utoM

L system

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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53.

M
ark only one oval per row

.

M
Turk questions and

inform
ation

The follow
ing inform

ation is needed for approving your task (and possible bonus) 
paym

ent.

54.Feed
b

ack

55.

Exam
ple: 4:03:32 (4 hours, 3 m

inutes, 32 seconds)

Please answ
er the follow

ing questions b
ased

 on your experiences w
ith the A

utoM
L system

 that
provided

 you w
ith the pred

ictions for the previous ten tasks. *
N

O
TE: there are five levels to choose from

 for each row
, please scroll if you cannot see all alternatives.

Strongly
disagree

D
isagree

N
either agree nor

disagree
A

gree
Strongly

agree

I believe the AutoM
L system

 is a
com

petent perform
er.

I trust the AutoM
L system

.

I have confidence in the advice
given by the AutoM

L system
.

I can depend on the AutoM
L

system
.

I can rely on the AutoM
L system

 to
behave in consistent w

ays.

I can rely on the AutoM
L system

 to
do its best every tim

e I take its
advice.

I believe the AutoM
L system

 is a
com

petent perform
er.

I trust the AutoM
L system

.

I have confidence in the advice
given by the AutoM

L system
.

I can depend on the AutoM
L

system
.

I can rely on the AutoM
L system

 to
behave in consistent w

ays.

I can rely on the AutoM
L system

 to
do its best every tim

e I take its
advice.

Please fill in your M
Turk W

orker ID
 *

This w
ill be used to verify that you have com

pleted the task before approving and paying. See e.g. https://blog.m
turk.com

/get-
to-know

-the-new
-w

orker-site-4a69967d90c3 for instructions to find your W
orkerID.

A
pproxim

ately how
 long d

id
 you take to com

plete the survey? *

56.

57.

58.

N
ext: sub

m
ission

N
ext, you w

ill subm
it your answ

ers. In the survey com
pletion m

essage, you w
ill be show

n a debriefing of the survey. D
o not close the 

w
indow

 yet, instead read through the debriefing. A
t the end you w

ill find the code you w
ill need to fill in in your H

IT on M
Turk to verify 

that you have com
pleted the survey and get your paym

ent.


In addition, after subm
itting you can see your results, i.e. how

 m
any of your (10) initial and (10) final predictions w

ere correct (w
hich 

is the basis for any bonus to be paid to you).

This content is neither created nor endorsed by G
oogle.

D
o you have feed

b
ack on the A

utoM
L system

? *
E.g., w

hat m
ade them

 (un)trustw
orthy, w

hat w
ould m

ake them
 m

ore or less trustw
orthy, or w

hat w
ould you require of an

A
utoM

L system
 to trust it enough to use it as support for decision m

aking?

D
o you have any feed

b
ack on the experim

ent itself? *
E.g., w

as the structure of the experim
ent clear, w

ere the instructions clear, w
ould you have w

anted m
ore or less instructions,

did the order of tasks m
ake sense, ...

D
o you have any other feed

b
ack? *

  Form
s
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1.

M
ark only one oval.

Yes

N
ote: you are not allow

ed
 to go b

ackw
ard

s in the survey for any reason. If you go b
ack to a p

revious
p

age, your sub
m

ission w
ill b

e invalid
.

A
ll the instructions can be found as a PD

F here: https://drive.google.com
/file/d/1E3J84KQ

m
9O

IzSpYaEuFm
D

w
jEkw

qtzxa2/view
?

usp=sharing. O
pen this PD

F in a separate w
indow

, so you have access to it throughout the experim
ent w

ithout going backw
ards in the 

form
 (w

hich results in an invalid subm
ission).

A
utoM

L survey group 2.2
This study is done as part of a M

aster’s Thesis, in collaboration w
ith M

indsD
B (m

indsdb.com
), and the results 

and the thesis w
ill be published later this year.


In this survey, you w
ill use the predictions of an Autom

ated M
achine Learning (AutoM

L) system
. AutoM

L 
system

s autom
ate one or m

ore phases of the process of creating a M
achine Learning (M

L) m
odel; this w

ay, 
anyone can create a com

plex M
L m

odel w
ithout deep know

ledge of M
L itself. M

achine Learning (M
L) 

describes a type of com
puter program

 that learns in a w
ay sim

ilar to hum
an beings. Rather than em

ploy 
statistical techniques or sim

ple m
athem

atics to analyze a large am
ount of data, the M

L m
odel learns by 

exam
ple and is able to digest a large am

ount of data, and be trained to give increm
entally m

ore and m
ore 

accurate predictions if it is fed m
ore and m

ore data.


Your task in this survey w
ill be to m

ake predictions about adult Intensive C
are Unit (IC

U) bed utilization during 
the C

O
VID

-19 pandem
ic. Your goal is to estim

ate the percentage of adult IC
U beds occupied, given a certain 

scenario. You w
ill also be show

n the predictions of an AutoM
L system

 to take into account, and the AutoM
L 

system
 w

ill also explain its predictions.


Your goal should be to m
ake as m

any correct predictions as possible.


The survey proceeds as follow
s.


1. Before the tasks begin, w
e w

ill ask you to fill in som
e necessary inform

ation about yourself and give your 
inform

ed consent about us gathering and storing your anonym
ized answ

ers.

2. Then you w

ill be show
n a description of the data used and how

 you should m
ake your predictions. You w

ill 
also be show

n instructions on how
 to interpret the AutoM

L system
's explanations for its predictions.


3. Then, you w
ill m

ake predictions in ten scenarios, w
ith support from

 an AutoM
L system

. A
fter these 

predictions, you w
ill fill in a questionnaire based on your experience w

ith the AutoM
L system

.


A
fter this the study is done. You w

ill see how
 your predictions com

pare to the actual adult IC
U bed utilization. 

You w
ill also have the opportunity to give feedback on the experim

ent and the AutoM
L system

s used.


If you have any questions, please contact the survey organizer and thesis author C
osm

o Jenytin 
(cosm

o@
m

indsdb.com
).

* Required

Inform
ed

 consent: I consent to m
y answ

ers b
eing used

 and
 published

 anonym
ously. The

b
ackground

 inform
ation asked

 here w
ill b

e connected
 to your survey answ

ers and
 anonym

ized
. *

2.

M
ark only one oval.

Yes

B
ackground

inform
ation

Please answ
er the follow

ing questions. Your answ
ers w

ill be used and stored 
anonym

ously.

3.4.5.

M
ark only one oval.

O
ther:

Upper secondary

Bachelor’s or equivalent

M
aster’s or equivalent

D
octoral or equivalent

I understand
 that I am

 not allow
ed

 to go b
ackw

ards (go b
ack to previous pages) in the survey, and

that doing so w
ill result in m

y subm
ission b

eing invalid
. *

A
ge *

I identify m
y gender as *

Ed
ucation *
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6.

M
ark only one oval.

O
ther:

A
griculture, Food and N

atural Resources

A
rchitecture and C

onstruction

A
rts, Audio/Video Technology and C

om
m

unications

Business M
anagem

ent and A
dm

inistration

Education and Training

Finance

G
overnm

ent and Public A
dm

inistration

H
ealth and M

edicine

H
ospitality and Tourism

H
um

an Services

Inform
ation Technology

Law
, Public Safety, C

orrections and Security

M
anufacturing

M
arketing, Sales, and Service

Science, Technology, Engineering, and M
athem

atics

Transportation, D
istribution, and Logistics

7.

M
ark only one oval.

O
ther:

C
hairperson, m

em
ber of Board of D

irectors

C
EO, C

xO

Vice President

M
anager

Individual C
ontributor

Entry-level

8.

Professional field
 *

Job
 title *

Job
 experience (years) *

9.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

10.

M
ark only one oval.

Yes

N
o

11.

M
ark only one oval.

Yes

N
o

12.

M
ark only one oval per row

.

H
ow

 confident are you, in general, in your ability to pred
ict future developm

ents b
ased

 on data? *
N

O
TE: there are 11 levels to choose from

 (0–
10), please scroll if you cannot see all alternatives.

H
ave you previously w

orked
 w

ith data analysis or pred
ictions? *

This can, for exam
ple, m

ean w
orking w

ith sim
ple data analysis tools (e.g., Excel) or m

ore advanced tools, such as M
achine

Learning (M
L) m

odels.

H
ave you previously used

 an A
utom

ated
 M

achine Learning (A
utoM

L) system
? *

A
n A

utoM
L system

 is a M
achine Learning system

 that can autom
ate one or m

ore phases of a data science or M
achine

Learning m
odel developm

ent process.

Please answ
er the follow

ing questions on autom
ated

 agents. *
A

n autom
ated agent runs by com

puterized algorithm
s and interacts w

ith hum
ans. For exam

ple, a w
ebsite predicting a m

edical
diagnosis based on sym

ptom
s is an autom

ated agent; likew
ise, an ATM

 is an autom
ated agent. N

O
TE: there are five levels to

choose from
, please scroll if you cannot see all alternatives.

Strongly
disagree

D
isagree

N
either agree nor

disagree
A

gree
Strongly

agree

G
enerally, I trust autom

ated agents.

Autom
ated agents help m

e solve
m

any problem
s.

I think it’s a good idea to rely on
autom

ated agents for help.

I don’t trust the inform
ation I get

from
 autom

ated agents.

Autom
ated agents are reliable.

I rely on autom
ated agents.

G
enerally, I trust autom

ated agents.

Autom
ated agents help m

e solve
m

any problem
s.

I think it’s a good idea to rely on
autom

ated agents for help.

I don’t trust the inform
ation I get

from
 autom

ated agents.

Autom
ated agents are reliable.

I rely on autom
ated agents.
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Tasks,
tools,
and
data

These instructions can be found as a PD
F here: 

https://drive.google.com
/file/d/1E3J84KQ

m
9O

IzSpYaEuFm
D

w
jEkw

qtzxa2/view
?usp=sharing. O

pen this PD
F in a 

separate w
indow

, so you have access to it throughout the experim
ent w

ithout going backw
ards in the form

 (w
hich 

results in an invalid subm
ission).

Tasks and
 tools

D
ata

The state-level data and variables used in this experim
ent are described below

. N
ote that the figure scales of the variables can 

change betw
een tasks. The description can also be found in the PD

F (see the link at the top of this page) w
ith the rest of the 

instructions.

D
escription of data variables

Tasks
1–10

N
ow

 you w
ill m

ake ten predictions w
ithout and ten prediction w

ith the help of an A
utoM

L system
, as described in 

the instructions. Rem
em

ber, you are not allow
ed to go back at any point; doing so w

ill result in your subm
ission 

being invalid.

The A
utoM

L system
 w

ill m
ake p

red
ictions for you to consid

er; in ad
d

ition, it explains its p
red

ictions.
B

elow
 is an exam

ple of an explanation, and
 som

e rem
arks on how

 one can interp
ret it.
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Exam
ple explanation of the A

utoM
L system

Pred
iction explanations: p

red
ictions for the history, i.e. "H

ow
 d

id
 the system

 p
red

ict for earlier
d

ata?"
O

nly the future is truly unknow
n to the system

. The system
 has been trained w

ith data for a longer period than is show
n here (going 

backw
ard), so it know

s the true values for the history you see (days -28 to -1); but the future (days 0–
6) is not know

n to it. Therefore, 
only the predictions for days 0–

6 are truly predictions of an unknow
n future; but since the system

 has access to older data, it can 
show

 how
 it's predictions look for the history.


This explanation show
s w

hat the predictions look like for the previous 28 days. That is, w
e m

ake the system
 "blind" to the values 

show
n for days -28 to -1, and let the system

 m
ake predictions for the days -28 to -1 as if they w

ere the unknow
n future, using only 

even older data.


This w
ay, w

e can judge how
 w

ell the system
 predicts: if the predictions for the history do not m

ake sense or seem
 incorrect, then the 

system
 m

ay be m
aking even w

orse predictions for the truly unknow
n future. O

n the other hand, if the predictions for the history m
ake 

sense and seem
 correct, the system

 m
ay also m

ake reasonable predictions for the future.


In the above exam
ple, the system

 seem
s to have predicted the history very w

ell w
hen blinded to the true values (the green line is close 

to the black one, and follow
s its general shape). Therefore, the system

 seem
s to w

ork w
ell for previous data (it w

ould have predicted 
w

ell the past), so it m
ay m

ake reasonable predictions for the future (grey area) too.

Task 1: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

13.
1 point

M
ark only one oval.

Yes

N
o

14.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 1: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: Yes
Based on the prediction of the A

utoM
L system

, show
n in green in the figure above, the adult IC

U
 bed utilization W

ILL exceed the 
indicated threshold in the follow

ing seven days (days 0–
6 in the figure).

15.
1 point

M
ark only one oval.

Yes

N
o

16.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 2: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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17.
1 point

M
ark only one oval.

Yes

N
o

18.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 2: A
utoM

L pred
iction and

 your final pred
iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

19.
1 point

M
ark only one oval.

Yes

N
o

20.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 3: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

APPENDIX A. EXPERIMENT SURVEYS 104



D
ata for the previous 28 days (days -28 to -1)

21.
1 point

M
ark only one oval.

Yes

N
o

22.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 3: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: Yes
Based on the prediction of the A

utoM
L system

, show
n in green in the figure above, the adult IC

U
 bed utilization W

ILL exceed the 
indicated threshold in the follow

ing seven days (days 0–
6 in the figure).
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23.
1 point

M
ark only one oval.

Yes

N
o

24.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 4: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

25.
1 point

M
ark only one oval.

Yes

N
o

26.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 4: A
utoM

L pred
iction and

 your final pred
iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: Yes
Based on the prediction of the A

utoM
L system

, show
n in green in the figure above, the adult IC

U
 bed utilization W

ILL exceed the 
indicated threshold in the follow

ing seven days (days 0–
6 in the figure).

27.
1 point

M
ark only one oval.

Yes

N
o

28.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 5: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1)

29.
1 point

M
ark only one oval.

Yes

N
o

30.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 5: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

31.
1 point

M
ark only one oval.

Yes

N
o

32.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 6: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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33.
1 point

M
ark only one oval.

Yes

N
o

34.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 6: A
utoM

L pred
iction and

 your final pred
iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 90

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

35.
1 point

M
ark only one oval.

Yes

N
o

36.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 7: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 90

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

37.
1 point

M
ark only one oval.

Yes

N
o

38.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 7: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

APPENDIX A. EXPERIMENT SURVEYS 110



39.
1 point

M
ark only one oval.

Yes

N
o

40.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 8: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

41.
1 point

M
ark only one oval.

Yes

N
o

42.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 8: A
utoM

L pred
iction and

 your final pred
iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 70

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

43.
1 point

M
ark only one oval.

Yes

N
o

44.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 9: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 70

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1)

45.
1 point

M
ark only one oval.

Yes

N
o

46.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 9: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

47.
1 point

M
ark only one oval.

Yes

N
o

48.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 10
: data and

 your initial pred
iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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49.
1 point

M
ark only one oval.

Yes

N
o

50.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 10
: A

utoM
L pred

iction and
 your final pred

iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

51.
1 point

M
ark only one oval.

Yes

N
o

52.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Q
uestionnaire on your experiences w

ith the A
utoM

L system

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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53.

M
ark only one oval per row

.

M
Turk questions and

inform
ation

The follow
ing inform

ation is needed for approving your task (and possible bonus) 
paym

ent.

54.Feed
b

ack

55.

Exam
ple: 4:03:32 (4 hours, 3 m

inutes, 32 seconds)

Please answ
er the follow

ing questions b
ased

 on your experiences w
ith the A

utoM
L system

 that
provided

 you w
ith the pred

ictions for the previous ten tasks. *
N

O
TE: there are five levels to choose from

 for each row
, please scroll if you cannot see all alternatives.

Strongly
disagree

D
isagree

N
either agree nor

disagree
A

gree
Strongly

agree

I believe the AutoM
L system

 is a
com

petent perform
er.

I trust the AutoM
L system

.

I have confidence in the advice
given by the AutoM

L system
.

I can depend on the AutoM
L

system
.

I can rely on the AutoM
L system

 to
behave in consistent w

ays.

I can rely on the AutoM
L system

 to
do its best every tim

e I take its
advice.

I believe the AutoM
L system

 is a
com

petent perform
er.

I trust the AutoM
L system

.

I have confidence in the advice
given by the AutoM

L system
.

I can depend on the AutoM
L

system
.

I can rely on the AutoM
L system

 to
behave in consistent w

ays.

I can rely on the AutoM
L system

 to
do its best every tim

e I take its
advice.

Please fill in your M
Turk W

orker ID
 *

This w
ill be used to verify that you have com

pleted the task before approving and paying. See e.g. https://blog.m
turk.com

/get-
to-know

-the-new
-w

orker-site-4a69967d90c3 for instructions to find your W
orkerID.

A
pproxim

ately how
 long d

id
 you take to com

plete the survey? *

56.

57.

58.

N
ext: sub

m
ission

N
ext, you w

ill subm
it your answ

ers. In the survey com
pletion m

essage, you w
ill be show

n a debriefing of the survey. D
o not close the 

w
indow

 yet, instead read through the debriefing. A
t the end you w

ill find the code you w
ill need to fill in in your H

IT on M
Turk to verify 

that you have com
pleted the survey and get your paym

ent.


In addition, after subm
itting you can see your results, i.e. how

 m
any of your (10) initial and (10) final predictions w

ere correct (w
hich 

is the basis for any bonus to be paid to you).

This content is neither created nor endorsed by G
oogle.

D
o you have feed

b
ack on the A

utoM
L system

? *
E.g., w

hat m
ade them

 (un)trustw
orthy, w

hat w
ould m

ake them
 m

ore or less trustw
orthy, or w

hat w
ould you require of an

A
utoM

L system
 to trust it enough to use it as support for decision m

aking?

D
o you have any feed

b
ack on the experim

ent itself? *
E.g., w

as the structure of the experim
ent clear, w

ere the instructions clear, w
ould you have w

anted m
ore or less instructions,

did the order of tasks m
ake sense, ...

D
o you have any other feed

b
ack? *

  Form
s
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1.

M
ark only one oval.

Yes

N
ote: you are not allow

ed
 to go b

ackw
ard

s in the survey for any reason. If you go b
ack to a p

revious
p

age, your sub
m

ission w
ill b

e invalid
.

A
ll the instructions can be found as a PD

F here: https://drive.google.com
/file/d/17_PD

A
C

dFO
G

PK1D
hT6G

xjdkptlIxm
D

I-x/view
?

usp=sharing. O
pen this PD

F in a separate w
indow

, so you have access to it throughout the experim
ent w

ithout going backw
ards in the 

form
 (w

hich results in an invalid subm
ission).

A
utoM

L survey group 2.3
This study is done as part of a M

aster’s Thesis, in collaboration w
ith M

indsD
B (m

indsdb.com
), and the results 

and the thesis w
ill be published later this year.


In this survey, you w
ill use the predictions of an Autom

ated M
achine Learning (AutoM

L) system
. AutoM

L 
system

s autom
ate one or m

ore phases of the process of creating a M
achine Learning (M

L) m
odel; this w

ay, 
anyone can create a com

plex M
L m

odel w
ithout deep know

ledge of M
L itself. M

achine Learning (M
L) 

describes a type of com
puter program

 that learns in a w
ay sim

ilar to hum
an beings. Rather than em

ploy 
statistical techniques or sim

ple m
athem

atics to analyze a large am
ount of data, the M

L m
odel learns by 

exam
ple and is able to digest a large am

ount of data, and be trained to give increm
entally m

ore and m
ore 

accurate predictions if it is fed m
ore and m

ore data.


Your task in this survey w
ill be to m

ake predictions about adult Intensive C
are Unit (IC

U) bed utilization during 
the C

O
VID

-19 pandem
ic. Your goal is to estim

ate the percentage of adult IC
U beds occupied, given a certain 

scenario. You w
ill also be show

n the predictions of an AutoM
L system

 to take into account, and the AutoM
L 

system
 w

ill also explain its predictions.


Your goal should be to m
ake as m

any correct predictions as possible.


The survey proceeds as follow
s.


1. Before the tasks begin, w
e w

ill ask you to fill in som
e necessary inform

ation about yourself and give your 
inform

ed consent about us gathering and storing your anonym
ized answ

ers.

2. Then you w

ill be show
n a description of the data used and how

 you should m
ake your predictions. You w

ill 
also be show

n instructions on how
 to interpret the AutoM

L system
's explanations for its predictions.


3. Then, you w
ill m

ake predictions in ten scenarios, w
ith support from

 an AutoM
L system

. A
fter these 

predictions, you w
ill fill in a questionnaire based on your experience w

ith the AutoM
L system

.


A
fter this the study is done. You w

ill see how
 your predictions com

pare to the actual adult IC
U bed utilization. 

You w
ill also have the opportunity to give feedback on the experim

ent and the AutoM
L system

s used.


If you have any questions, please contact the survey organizer and thesis author C
osm

o Jenytin 
(cosm

o@
m

indsdb.com
).

* Required

Inform
ed

 consent: I consent to m
y answ

ers b
eing used

 and
 published

 anonym
ously. The

b
ackground

 inform
ation asked

 here w
ill b

e connected
 to your survey answ

ers and
 anonym

ized
. *

2.

M
ark only one oval.

Yes

B
ackground

inform
ation

Please answ
er the follow

ing questions. Your answ
ers w

ill be used and stored 
anonym

ously.

3.4.5.

M
ark only one oval.

O
ther:

Upper secondary

Bachelor’s or equivalent

M
aster’s or equivalent

D
octoral or equivalent

I understand
 that I am

 not allow
ed

 to go b
ackw

ards (go b
ack to previous pages) in the survey, and

that doing so w
ill result in m

y subm
ission b

eing invalid
. *

A
ge *

I identify m
y gender as *

Ed
ucation *
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6.

M
ark only one oval.

O
ther:

A
griculture, Food and N

atural Resources

A
rchitecture and C

onstruction

A
rts, Audio/Video Technology and C

om
m

unications

Business M
anagem

ent and A
dm

inistration

Education and Training

Finance

G
overnm

ent and Public A
dm

inistration

H
ealth and M

edicine

H
ospitality and Tourism

H
um

an Services

Inform
ation Technology

Law
, Public Safety, C

orrections and Security

M
anufacturing

M
arketing, Sales, and Service

Science, Technology, Engineering, and M
athem

atics

Transportation, D
istribution, and Logistics

7.

M
ark only one oval.

O
ther:

C
hairperson, m

em
ber of Board of D

irectors

C
EO, C

xO

Vice President

M
anager

Individual C
ontributor

Entry-level

8.

Professional field
 *

Job
 title *

Job
 experience (years) *

9.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

10.

M
ark only one oval.

Yes

N
o

11.

M
ark only one oval.

Yes

N
o

12.

M
ark only one oval per row

.

H
ow

 confident are you, in general, in your ability to pred
ict future developm

ents b
ased

 on data? *
N

O
TE: there are 11 levels to choose from

 (0–
10), please scroll if you cannot see all alternatives.

H
ave you previously w

orked
 w

ith data analysis or pred
ictions? *

This can, for exam
ple, m

ean w
orking w

ith sim
ple data analysis tools (e.g., Excel) or m

ore advanced tools, such as M
achine

Learning (M
L) m

odels.

H
ave you previously used

 an A
utom

ated
 M

achine Learning (A
utoM

L) system
? *

A
n A

utoM
L system

 is a M
achine Learning system

 that can autom
ate one or m

ore phases of a data science or M
achine

Learning m
odel developm

ent process.

Please answ
er the follow

ing questions on autom
ated

 agents. *
A

n autom
ated agent runs by com

puterized algorithm
s and interacts w

ith hum
ans. For exam

ple, a w
ebsite predicting a m

edical
diagnosis based on sym

ptom
s is an autom

ated agent; likew
ise, an ATM

 is an autom
ated agent. N

O
TE: there are five levels to

choose from
, please scroll if you cannot see all alternatives.

Strongly
disagree

D
isagree

N
either agree nor

disagree
A

gree
Strongly

agree

G
enerally, I trust autom

ated agents.

Autom
ated agents help m

e solve
m

any problem
s.

I think it’s a good idea to rely on
autom

ated agents for help.

I don’t trust the inform
ation I get

from
 autom

ated agents.

Autom
ated agents are reliable.

I rely on autom
ated agents.

G
enerally, I trust autom

ated agents.

Autom
ated agents help m

e solve
m

any problem
s.

I think it’s a good idea to rely on
autom

ated agents for help.

I don’t trust the inform
ation I get

from
 autom

ated agents.

Autom
ated agents are reliable.

I rely on autom
ated agents.
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Tasks,
tools,
and
data

These instructions can be found as a PD
F here: 

https://drive.google.com
/file/d/17_PD

A
C

dFO
G

PK1D
hT6G

xjdkptlIxm
D

I-x/view
?usp=sharing. O

pen this PD
F in a 

separate w
indow

, so you have access to it throughout the experim
ent w

ithout going backw
ards in the form

 (w
hich 

results in an invalid subm
ission).

Tasks and
 tools

D
ata

The state-level data and variables used in this experim
ent are described below

. N
ote that the figure scales of the variables can 

change betw
een tasks. The description can also be found in the PD

F (see the link at the top of this page) w
ith the rest of the 

instructions.

D
escription of data variables

Tasks
1–10

N
ow

 you w
ill m

ake ten predictions w
ithout and ten prediction w

ith the help of an A
utoM

L system
, as described in 

the instructions. Rem
em

ber, you are not allow
ed to go back at any point; doing so w

ill result in your subm
ission 

being invalid.

The A
utoM

L system
 w

ill m
ake p

red
ictions for you to consid

er; in ad
d

ition, it explains its p
red

ictions.
B

elow
 is an exam

ple of an explanation, and
 som

e rem
arks on how

 one can interp
ret it.
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Exam
ple explanation of the A

utoM
L system

Pred
iction explanations: counterfactual explanations, i.e. "H

ow
 w

ould
 the d

ata have to change to
get the system

 to m
ake the opp

osite p
red

iction?"
C

ounterfactual explanations explain through opposites: in order to understand w
hy the system

 m
ade a specific prediction, it show

s 
instead how

 the data w
ould need to change to m

ake it change its prediction; that is, it show
s the answ

er to the question: "W
hat is the 

sm
allest change to the data that is required for the system

 to m
ake the opposite prediction (yes instead of no, no instead of yes)?"


This m
eans that the system

 looks for data that is as close to the original one (i.e., the different variables' values are close), but that 
gets the opposite prediction (i.e., if the system

 m
ade the prediction "Yes", it looks for data that gets the prediction "N

o", and vice 
versa).


This kind of explanation can help us judge how
 w

ell the system
 w

orks in this specific case. If the required change in the data is large 
or requires som

e unfeasible changes, then the prediction is probably quite good. O
n the other hand, if even a slight change in the data 

gives an opposite prediction, w
e should be careful, since even a sm

all change can result in the opposite prediction –
 and all m

odels 
have som

e error.


W
e can also learn about how

 the m
odel predicts in general. If it seem

s that changes in a specific variable or at a specific tim
e is the 

only m
ajor change that m

akes the prediction significantly different, then that specific variable or tim
e m

ay have a (relatively) large 
influence on the predictions.


In the above exam
ple, significant changes are required to m

ake the system
 give the opposite prediction ("Yes, the adult IC

U
 bed 

utilization w
ill exceed the threshold"). The changes required are also in m

ultiple variables, and they seem
 to m

ake sense: increasing 
the adult IC

U
 bed utilization in the near past and having an increasing trend, in addition to the inpatient beds utilization being higher 

and the percent of inpatients w
ith C

O
VID

-19 having a clear increasing trend and larger values in the last few
 days all seem

 to support 
a higher predicted adult IC

U
 bed utilization in the com

ing seven days. Therefore, the system
's prediction seem

s to m
ake sense and the 

data w
ould need to change significantly to get the opposite prediction, so the system

's prediction is probably reasonable.

Task 1: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

13.
1 point

M
ark only one oval.

Yes

N
o

14.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 1: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: Yes
Based on the prediction of the A

utoM
L system

, show
n in green in the figure above, the adult IC

U
 bed utilization W

ILL exceed the 
indicated threshold in the follow

ing seven days (days 0–
6 in the figure).

15.
1 point

M
ark only one oval.

Yes

N
o

16.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 2: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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17.
1 point

M
ark only one oval.

Yes

N
o

18.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 2: A
utoM

L pred
iction and

 your final pred
iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

19.
1 point

M
ark only one oval.

Yes

N
o

20.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 3: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

21.
1 point

M
ark only one oval.

Yes

N
o

22.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 3: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: Yes
Based on the prediction of the A

utoM
L system

, show
n in green in the figure above, the adult IC

U
 bed utilization W

ILL exceed the 
indicated threshold in the follow

ing seven days (days 0–
6 in the figure).
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23.
1 point

M
ark only one oval.

Yes

N
o

24.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 4: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

25.
1 point

M
ark only one oval.

Yes

N
o

26.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 4: A
utoM

L pred
iction and

 your final pred
iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: Yes
Based on the prediction of the A

utoM
L system

, show
n in green in the figure above, the adult IC

U
 bed utilization W

ILL exceed the 
indicated threshold in the follow

ing seven days (days 0–
6 in the figure).

27.
1 point

M
ark only one oval.

Yes

N
o

28.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 5: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1)

29.
1 point

M
ark only one oval.

Yes

N
o

30.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 5: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

31.
1 point

M
ark only one oval.

Yes

N
o

32.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 6: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 80

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

APPENDIX A. EXPERIMENT SURVEYS 125



33.
1 point

M
ark only one oval.

Yes

N
o

34.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 6: A
utoM

L pred
iction and

 your final pred
iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 90

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

35.
1 point

M
ark only one oval.

Yes

N
o

36.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 7: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 90

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1)

37.
1 point

M
ark only one oval.

Yes

N
o

38.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 7: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).
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39.
1 point

M
ark only one oval.

Yes

N
o

40.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 8: data and
 your initial pred

iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

41.
1 point

M
ark only one oval.

Yes

N
o

42.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 8: A
utoM

L pred
iction and

 your final pred
iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 70

 %
 on any of the com

ing seven days (days 0
–

6
in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

43.
1 point

M
ark only one oval.

Yes

N
o

44.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 9: data and
 your initial pred

iction

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 70

 %
 on any of the com

ing seven days (days 0
–

6 in the
figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1)

45.
1 point

M
ark only one oval.

Yes

N
o

46.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 9: A
utoM

L pred
iction and

 your final pred
iction

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

47.
1 point

M
ark only one oval.

Yes

N
o

48.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 10
: data and

 your initial pred
iction

D
ata for the previous 28 days (days -28 to -1)

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 75 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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49.
1 point

M
ark only one oval.

Yes

N
o

50.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Task 10
: A

utoM
L pred

iction and
 your final pred

iction

D
ata for the previous 28 days (days -28 to -1) and

 the pred
iction of the A

utoM
L system

 (days 0
 to 6)

Your initial pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization

(percent of ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6

in the figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.

D
ata for the previous 28 days (days -28 to -1), the pred

iction of the A
utoM

L system
 (days 0

 to 6), and
the A

utoM
L system

's explanation

A
utoM

L p
red

iction: N
o

Based on the prediction of the A
utoM

L system
, show

n in green in the figure above, the adult IC
U

 bed utilization W
ILL N

O
T exceed the 

indicated threshold in the follow
ing seven days (days 0–

6 in the figure).

51.
1 point

M
ark only one oval.

Yes

N
o

52.

M
ark only one oval.

N
ot at all confident

0
1

2
3

4
5

6
7

8
9

10

Very confident

Q
uestionnaire on your experiences w

ith the A
utoM

L system

C
onsidering your ow

n view
s and

 the pred
iction of the A

utoM
L system

, w
hat is your final

pred
iction: b

ased
 on the previous 28 days' data, w

ill the ad
ult IC

U
 b

ed
 utilization (percent of

ad
ult IC

U
 b

eds in use) exceed
 65 %

 on any of the com
ing seven days (days 0

–
6 in the

figure)? *

H
ow

 confident are you in your pred
iction? *

N
O

TE: there are 11 levels to choose from
 (0–

10), please scroll if you cannot see all alternatives.
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53.

M
ark only one oval per row

.

M
Turk questions and

inform
ation

The follow
ing inform

ation is needed for approving your task (and possible bonus) 
paym

ent.

54.Feed
b

ack

55.

Exam
ple: 4:03:32 (4 hours, 3 m

inutes, 32 seconds)

Please answ
er the follow

ing questions b
ased

 on your experiences w
ith the A

utoM
L system

 that
provided

 you w
ith the pred

ictions for the previous ten tasks. *
N

O
TE: there are five levels to choose from

 for each row
, please scroll if you cannot see all alternatives.

Strongly
disagree

D
isagree

N
either agree nor

disagree
A

gree
Strongly

agree

I believe the AutoM
L system

 is a
com

petent perform
er.

I trust the AutoM
L system

.

I have confidence in the advice
given by the AutoM

L system
.

I can depend on the AutoM
L

system
.

I can rely on the AutoM
L system

 to
behave in consistent w

ays.

I can rely on the AutoM
L system

 to
do its best every tim

e I take its
advice.

I believe the AutoM
L system

 is a
com

petent perform
er.

I trust the AutoM
L system

.

I have confidence in the advice
given by the AutoM

L system
.

I can depend on the AutoM
L

system
.

I can rely on the AutoM
L system

 to
behave in consistent w

ays.

I can rely on the AutoM
L system

 to
do its best every tim

e I take its
advice.

Please fill in your M
Turk W

orker ID
 *

This w
ill be used to verify that you have com

pleted the task before approving and paying. See e.g. https://blog.m
turk.com

/get-
to-know

-the-new
-w

orker-site-4a69967d90c3 for instructions to find your W
orkerID.

A
pproxim

ately how
 long d

id
 you take to com

plete the survey? *

56.

57.

58.

N
ext: sub

m
ission

N
ext, you w

ill subm
it your answ

ers. In the survey com
pletion m

essage, you w
ill be show

n a debriefing of the survey. D
o not close the 

w
indow

 yet, instead read through the debriefing. A
t the end you w

ill find the code you w
ill need to fill in in your H

IT on M
Turk to verify 

that you have com
pleted the survey and get your paym

ent.


In addition, after subm
itting you can see your results, i.e. how

 m
any of your (10) initial and (10) final predictions w

ere correct (w
hich 

is the basis for any bonus to be paid to you).

This content is neither created nor endorsed by G
oogle.

D
o you have feed

b
ack on the A

utoM
L system

? *
E.g., w

hat m
ade them

 (un)trustw
orthy, w

hat w
ould m

ake them
 m

ore or less trustw
orthy, or w

hat w
ould you require of an

A
utoM

L system
 to trust it enough to use it as support for decision m

aking?

D
o you have any feed

b
ack on the experim

ent itself? *
E.g., w

as the structure of the experim
ent clear, w

ere the instructions clear, w
ould you have w

anted m
ore or less instructions,

did the order of tasks m
ake sense, ...

D
o you have any other feed

b
ack? *

  Form
s
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