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Heating and cooling play important roles in saving energy and reducing emissions. Despite the 
potential of district heating (DH) systems to apply sustainable energy sources efficiently, DH 
accounts for only 8% of global heat consumption. The evolution of intelligent DH systems is 
constrained by insufficient digitalization, metering, and monitoring, which hinder effective 
optimization and planning. Addressing these challenges inevitably requires advanced dynamic 
simulation models that balance computational speed, accuracy, and adaptability for complex DH 
networks. 
 
This research develops a flexible, accurate, and efficient dynamic DH network model based on the 
Lagrangian method. The model employs variable time step simulation within a discrete event 
simulation (DES) framework, offering key operational insights such as delivered temperature and 
energy, water transmission time, and heat losses. It can simulate complex meshed network 
topologies and diverse operational strategies, including "variable flow, variable temperature", 
making it suitable for real-world applications.  
 
Real-world validations, including tests on a single pipe, a tree-shaped network, and a meshed 
network, verify the model’s high performance. For instance, an 85-day simulation of a meshed 
network with 186 pipes was completed in 0.29 seconds on a laptop (Intel Core i7-1185G7 CPU @ 
3.00 GHz), achieving a mean residual standard deviation of 1.15 °C across 80 substations. These 
results highlight the DES model's potential for integration into future holistic system studies, 
empowering operators to optimize performance and advance the transition toward more sustainable 
and efficient heating systems. 
 
The study establishes a robust foundation for variable time step simulation through critical sampling 
point identification and adaptive local updates based on lazy evaluation principles. The developed 
model dynamically adjusts temporal and spatial discretization to ensure accuracy, reducing 
computation time and minimizing numerical errors by avoiding unnecessary intermediate 
calculations. Additionally, a technique, called the tolerance threshold, by eliminating redundant 
sampling points improves computational efficiency without significantly compromising accuracy.  
 
This work not only provides a versatile tool for dynamic modeling of DH networks but also 
demonstrates the broader potential of variable time step simulations using the DES framework. By 
addressing key challenges in the development of the high-performance dynamic model, it will 
encourage the adoption of similar techniques across other energy system components.  
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1 Introduction 

1.1 Background 

Energy for heating and cooling accounts for nearly 50% of the EU’s total gross final 
energy consumption, with three quarters of this demand still being met by fossil 
fuels. Despite the potential of district heating and cooling (DHC) systems to 
efficiently apply sustainable energy sources for heating and cooling (Moreno et al., 
2024), district heating (DH) represents only about 8% of total final heat 
consumption worldwide (European Commission. Directorate General for Energy., 
2024).  

A report by the European Commission (2022) highlights the barriers to 
achieving the long-term goal of a carbon-neutral energy supply by 2050. One 
technological challenge for developing efficient and renewable district heating (DH) 
systems is the insufficient digitalization, metering, and monitoring of DH networks. 
This lack of insight into operational parameters limits the operator's ability to 
effectively control the DH system and meet actual demand. 

Completely rebuilding a new system is expensive and impractical. Therefore, 
improving the efficiency of DH systems must consider the existing infrastructure 
and conditions. Among innovative DHC approaches, fourth-generation district 
heating (4GDH) systems are particularly suitable for such upgrades (Calise et al., 
2023; Gudmundsson et al., 2022; Volkova et al., 2022). These systems emphasize 
precise and efficient energy delivery, relying heavily on intelligent control and 
holistic system optimization (Lund et al., 2014). 

Conducting effective operational studies is essential for enhancing system 
performance by enabling real-time analysis and decision-making that align with 
actual demand. Comprehensive planning and optimization of DH systems require 
continuous monitoring of temperature changes within DH networks. This 
monitoring is important for the successful implementation of closed-loop control 
(Bergsteinsson et al., 2022). Dynamic network simulation offers an economical 
approach to obtain the necessary temperature feedback (Betancourt Schwarz et al., 
2019; Sartor & Dewalef, 2017). Nonetheless, one significant limitation of these 
large-scale dynamic network simulations is the considerable computational time 
they require (Brown et al., 2022). 
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1.2 State-of-the-art 

This study focuses on physical models grounded in well-established principles of 
fluid dynamics and thermodynamics, rather than data-driven models, due to two 
significant limitations of the latter in broader applications. First, data-driven 
models require extensive, high-quality measurement data for training. However, 
many DH networks lack advanced devices, and existing sensors are often outdated, 
uncalibrated, or poorly maintained. Historical data is either unavailable or limited 
in scope, making machine learning models impractical for many projects. These 
data deficiencies also restrict their effectiveness in tasks like fault detection, which 
require consistent and accurate records. Second, machine learning models are 
tailored to current network configurations and operational strategies. As a result, 
they are unable to simulate future scenarios, such as network upgrades or structural 
modifications, which are essential for research aimed at improving DH networks. 

In fluid mechanics, two primary methods are used to describe the motion of fluid 
particles: the Eulerian approach and the Lagrangian approach. In the Eulerian 
method, the fluid flow is analyzed at fixed locations in space, focusing on the 
properties such as velocity, pressure, and density over time, without tracking 
individual particles. Conversely, the Lagrangian approach follows individual fluid 
particles as they move through space and time, tracking their properties and 
providing a detailed understanding of their trajectories and interactions within the 
flow.  

In computational fluid dynamics, most common commercial software, such as 
ANSYS, relies on the Eulerian method. This approach integrates seamlessly with 
grid-based techniques, including finite difference method (FDM), finite volume 
method (FVM), and finite element method (FEM), making it robust and efficient 
for solving complex three-dimensional problems. Additionally, it avoids the 
challenges of tracking a massive number of particles and grid distortion. This also 
made it a popular choice in many DH network models, as seen in widely used energy 
system modeling platforms like IDA ICE, Modelica, and TRNSYS. However, in DH 
network simulations, assuming plug flow, where a uniform velocity is assumed 
across all cross-sections of the heating pipes, reduces the problem to a one-
dimensional system. In this context, the Lagrangian method may offer greater 
efficiency and accuracy (Price, 2006; Steinegger et al., 2023). 

A review of existing DH network models based on the Eulerian approach 
highlights four challenges that hinder their efficiency in accurately simulating 
thermal dynamics: 

1) Dependence on fine spatial grids: Regardless of whether FDM, finite FVM, 
or FEM is used, the accuracy of the simulation relies heavily on the 
refinement of the spatial grid. Coarse grids can cause numerical dissipation 
and inaccuracies, particularly in systems with sharp gradients. While finer 
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grids improve accuracy, they significantly increase computational costs due 
to the higher number of control volumes or elements. 

2) Courant criterion and time step constraints in explicit methods: In explicit 
methods, where next state is determined by current or previous stage, the 
Courant–Friedrichs–Lewy (CFL) criterion must be satisfied to ensure 
numerical stability (Blazek, 2005). This criterion (𝑣∆𝑡 ∆𝑥⁄ ൏ CFL number) 
requires the time step ∆t to be small enough that information does not 
propagate more than one spatial grid cell ∆x during each step. This requires 
smaller time steps Δ𝑡 as spatial steps Δ𝑥 are reduced for higher accuracy. In 
DH networks, where flow velocities vary significantly between pipe segments 
(0.2 − 4 m/s (Guelpa, 2020)), a uniform time step must be extremely small 
to maintain accuracy in high-flow segments. This increases computational 
costs and may lead to instability if the criterion is not met. 

3) Computational burden with implicit methods: Models based on implicit 
methods, where the future state is involved at the current step, bypass the 
CFL constraint and allow larger time steps. However, they require solving 
equation systems iteratively at each time step, which can be computationally 
expensive, especially for large and complex DH networks. 

4) Trade-offs between accuracy and simulation time: Reducing the spatial and 
temporal step sizes improves model accuracy but increases simulation time. 
Additionally, the marginal improvements in accuracy decrease as step sizes 
become smaller, leading to inefficient use of computational resources. 
Identifying the optimal step sizes often requires multiple trial simulations, 
adding complexity and effort. Moreover, this strategy is hard to apply to 
network planning phase since there is no standard rule for step settings. 

These challenges limit the efficiency and adaptability of Eulerian-based models 
for DH networks, especially in scenarios requiring accurate thermal simulations or 
flexible modeling. In contrast, the Lagrangian method allows variable spatial step 
sizes that adapt dynamically to time steps and flow speeds. This flexibility makes it 
a promising alternative for more efficient and accurate DH network simulations. 

Lagrangian approach has been successfully implemented with FVM and applied 
to DH network simulation. In this method, the water temperature is assumed to be 
fully mixed within each control volume, with the control volume sizes dynamically 
generated during the simulation. The most well-known implementation of this 
approach is referred to as the "node method" (Benonysson, 1991). This method has 
been extensively validated and integrated into the commercial software 
EcoStruxure District Energy (formerly TERMIS), owned by Schneider Electric. It 
has been applied to many DH networks with advanced monitoring system. Similar 
implementations can be found in MATLAB (Dénarié et al., 2023), Python (Boghetti 
& Kämpf, 2024), TRNSYS (Sartor & Dewalef, 2017), and Modelica (Schweiger et al., 
2017). 
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Lagrangian FVM models offer significant advantages over Eulerian-based 
approaches in terms of flexibility and accuracy, primarily due to their adaptable 
spatial discretization. However, these models can suffer from numerical 
inaccuracies stemming from the assumption of fully mixed temperatures. To 
address this issue, the Lagrangian method has been extended to simulate pipes 
using infinitesimal segments. Such implementations are primarily available in the 
Modelica environment, as seen in the IBPSA Modelica Library (van der Heijde, 
Fuchs, et al., 2017) and the DistrictHeating Modelica library (Giraud et al., 2015). 
These models adopt the spatialDistribution operator, which facilitates sampling, 
linear interpolation, and shifting stored data distributions, enabling tracking of 
time and temperature during simulations. Numerical studies indicate that these 
models achieve higher accuracy compared to Lagrangian FVM with coarse time 
steps, demonstrating potential for enhancing the efficiency of accurate DH network 
simulations. Nevertheless, the use of a universal built-in operator may present 
efficiency challenges (Falay et al., 2020). 

1.3 Research gap 

Numerous studies highlight the advantages of Lagrangian models over Eulerian 
models, particularly in terms of accuracy and computational efficiency. Among 
these, the infinitesimal segment method has emerged as a promising approach, 
capable of delivering accurate simulations even with coarser time steps. However, 
concerns about potential numerical instability have led some researchers to prefer 
FVM over the infinitesimal segment method (Schweiger et al., 2017). 

Although employing variable time step simulation is meaningful for network 
modeling (Wu et al., 2025), all existing Lagrangian models currently rely on fixed 
time step simulations, where time steps are often set much smaller than the 
measurement intervals to ensure accuracy. While some models can achieve rapid 
simulations—completing 24-hour simulations of networks with 485 pipe segments 
in just 4 seconds (Dénarié et al., 2023)—this speed is still insufficient for large-scale 
system optimizations, which require iterative recalculations. Variable time step 
methods offer the potential to significantly enhance simulation efficiency by 
focusing updates only at critical sampling points while maintaining comparable 
accuracy. However, the absence of a theoretical framework to identify these critical 
points or prioritize significant temperature changes has limited their practical 
adoption. 

The infinitesimal segment method is well-suited for simulating temperature 
propagation with variable time steps. Despite its potential, its application in DH 
systems has been overlooked, missing opportunities to develop faster and more 
accurate dynamic simulation methods (Klemm et al., 2023). Addressing this gap 
requires the establishment of a robust theoretical foundation for accurate and stable 
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variable time step implementations. Additionally, identifying efficient 
methodologies to execute these simulations is challenging. Overcoming these 
obstacles is essential for unlocking the full potential of the infinitesimal segment 
method in dynamic DH system simulations. 

Another gap in dynamic DH network modeling is considering heat transfer 
between parallel pipes. Its impact on heat losses is widely recognized (van der 
Heijde, Aertgeerts, et al., 2017), but only a few studies include it in network 
simulations (Dahm, 2001; H. Wang et al., 2018). The existing models that do 
address this issue are based on Eulerian FVM approaches, leaving a gap for 
Lagrangian models.  

There is a clear need to develop new Lagrangian-based models that can handle 
variable time steps and consider heat transfer between parallel pipes.  

1.4 Objective of the research 

To address the computational efficiency bottleneck in existing models, this research 
aims to develop a dynamic, fast, accurate, and scalable tool capable of handling the 
complex iterative calculations required for holistic analysis and optimization of DH 
systems. To support effective system monitoring and control under various 
operational conditions, the proposed model is designed to provide the following 
operational insights into the network: 

 The delivered water temperature at each customer or substation. 

 The amount of heat energy each customer or substation can receive. 

 The water transmission time from the heating plant to each customer or 
substation. 

 The heat losses incurred during water transmission. 
To achieve the functionalities outlined above, we put forth a Lagrangian model 

with variable time steps using Discrete Event Simulation (DES) framework. Within 
this context, we asked the following six research questions: 

1) How can sampling points be strategically selected and dynamically updated 
within the variable time step framework to ensure computational efficiency 
and accuracy? 

2) How can temperature changes in parallel pipes, such as twin pipes, be 
accurately calculated within a meshless modeling approach? 

3) How can the variable time step simulation be implemented within the DES 
framework to optimize computational performance while preserving model 
fidelity? 

4) How accurately does the developed model capture the thermal and hydraulic 
dynamics of the DH network? 

5) How fast is the proposed model, and is it capable of supporting iterative 
calculations for large-scale network optimization? 
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6) What techniques can be applied to further improve the computational speed 
of the model without compromising accuracy? 

The work progressively extends the DES model from pipe-level simulations to 
tree-shaped networks and finally to meshed networks. The six research questions 
are answered by targeting different network complexities, as summarized in Table 
1.  

Figure 1 presents the key differences and connections among the three studies, 
illustrating how each publication builds upon the previous one to advance the 
research. The detailed contribution of each paper can be found in Section 4, 
Research contributions. 

Table 1 Answered research questions in publications Ⅰ−Ⅲ. 

Publications Network topologies Answered research questions 

1 2 3 4 5 6 

Ⅰ Single pipe X   X   

Ⅱ Tree-shaped network X X X X X X 

Ⅲ Meshed network X   X X  

 

Figure 1 Development of DES model. 

The ultimate purpose is to integrate these validated models into an online 
operational optimization tool, empowering operators to optimize performance and 
advance the transition toward more sustainable and efficient heating systems. 

Unlike traditional fixed time step methods, the proposed DES framework adapts 
to system demands, improving computational efficiency and accuracy by applying 
variable time step modeling to DH networks. This research highlights the 
advantages of adaptive simulations for complex systems, where different 
components require variable time step resolutions to ensure both accuracy and 
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efficiency. This innovation not only addresses challenges in DH modeling but also 
offers a practical example for adopting variable time step technique. With minor 
adjustments, this model could also be applied to district cooling networks. As 
energy systems become more complex, this demonstrated success of DES-based DH 
network simulation is expected to inspire applications of variable time step 
simulation across various components. 
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2 Methodology 

The DES model is based on the following assumptions: 
1) The model assumes plug-flow, meaning a uniform velocity profile across all 

cross-sections of the heating pipes. This assumption eliminates mixing and 
thermal diffusion in the axial direction, preserving sharp temperature fronts 
as the water moves through the network. This is appropriate for turbulent 
forced flow where convective heat transfer dominates. 

2) Heat gain from friction is neglected because radial heat losses to the 
environment are far more significant and dominate the thermal behavior of 
the system. 

3) Water properties, such as density and specific heat capacity, are considered 
uniform and constant throughout the simulation. However, the supply and 
return networks can be modeled separately to account for different 
operational temperature ranges. 

4) The pressure propagation is negligible (Stevanovic et al., 2007), and the 
hydraulic calculation is based on steady-static method. This allows 
decoupling hydraulic simulations from thermal simulations for fast 
simulation. 

Consequently, changes in the water temperature profile depend solely on time delay 
and heat losses to the surroundings. 

The DES model tracks the movement of infinitely thin water sections within a 
pipe. These water frontiers act as dynamic sampling points, where their 
temperatures are essential for determining the water temperature profile. To 
ensure accurate calculations, key inlet parameters of the water frontiers are 
recorded, including creation time, temperature, velocity, and distance to adjacent 
frontiers. The temperature of water frontiers can be calculated directly from their 
inlet temperature and travel time without numerical errors. The water temperature 
profile between adjacent water frontiers is estimated by a linear approximation. 
Therefore, DES model can accurately and efficiently capture the water temperature 
profiles at any observation node over time, and across spatial locations at any given 
moment. 
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2.1 Discrete event simulation 

Discrete event simulation (DES) is a dynamic modeling technique that tracks a 
sequence of chronological events representing instantaneous changes in system 
state. No state change is assumed to occur between consecutive events; therefore, 
the simulation time step varies based on the occurrence times of adjacent events. 
Events can be scheduled, rescheduled, or canceled as needed. 

The occurrence of events is managed using an event queue, where events are 
ordered by their scheduled activation times. The DES simulation engine iteratively 
removes the earliest event from the queue and executes the corresponding 
calculations. The simulation terminates automatically when the event queue is 
empty. 

We define three types of events: mass flow rate change event, water frontier 
arrival events, and inlet temperature change events. Each pipe has its own water 
frontier arrival event and inlet temperature change event. The entire network, 
however, shares a single mass flow rate change event, as the mass flow rates for all 
customers are typically measured simultaneously in most DH networks. The 
computational procedures for these events are illustrated in Figure 6. Notably, inlet 
temperature changes can occur either instantaneously or gradually. In the gradual 
mode, inlet temperature change events define changes in the slope of the piecewise 
linear inlet temperature function over time. 

2.2 Calculation in a single pipe 

Accurate simulation within a pipe is essential for achieving accurate DH network 
simulations. In a Lagrangian model, simulating temperature propagation within a 
pipe requires precise tracking of the location of water particles and their associated 
heat losses. Subsection 2.2.1 outlines the principles for tracking the location and 
travel time of water particles. Subsections 2.2.2 and 2.2.3 detail how to calculate 
temperatures and heat losses based on the travel time. 

2.2.1 Travel time 

Figure 2 illustrates an example involves flow reversal, highlighting the processes of 
scheduling, rescheduling, and canceling arrival events within a pipe. Initially, there 
are no water frontiers in the pipe. The flow speed changes as a step function. 

 At time t1, an inlet temperature change at the current inlet (left end) initiates 
the creation of the first frontier F1, with its arrival time determined by the 
flow speed ∣v1∣ and pipe length. 

 At t2, when the flow halts, new water frontiers F2 and F3 are generated at the 
inlet and outlet, respectively, and the arrival event for F1 is canceled. 
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 At t3, flow reversal changes the outlet to the left end of the pipe. Frontier F2 
arrives immediately, and F1 becomes the next water frontier to arrive. Its 
arrival time is recalculated based on ∣v3∣ and the distance between F1 and F2. 
A new frontier, F4, is created at the current inlet (right end). Frontiers F3 and 
F4 are positioned infinitesimally close, reflecting a stepwise temperature 
change. 

 At t4, frontier F1 reaches the current outlet, and F3 becomes the next frontier 
to arrive, with its arrival time scheduled based on ∣v3∣.  

 

Figure 2 Schematic diagram of a bidirectional flow example. 

Assuming incompressible flow, the distance between two water particles 
remains constant once they enter a pipe. When the mass flow rate remains 

unchanged between two arrival events, the next scheduled arrival time, 𝑡ୱୡ୦ୣୢ୳୪ୣୢ
ሺ௞ାଵሻ , 

can be directly calculated based on the distance and the current flow speed, as 
illustrated in the scenario at t3. If the mass flow rate changes, however, the next 
arrival event must be rescheduled based on the updated flow rate and the remaining 
distance between the next arriving water frontier (𝐹୒ୣ୶୲) and the outlet. When the 

flow direction stays the same, the activation time is determined by (1). 𝑡ሺ௞ሻ 

represents the current simulation time at step k. 𝑡ୱୡ୦ୣୢ୳୪ୣୢ
ሺ௞ିଵሻ  is the previously 

scheduled arrival time. 𝑣ሺ௞ିଵሻ and 𝑣ሺ௞ሻ correspond to the prior and updated speeds, 
respectively. If the flow direction changes, the outlet changes as well, potentially 
resulting in a different 𝐹୒ୣ୶୲ and requiring arrival event rescheduling. In this case, 

𝑡ୱୡ୦ୣୢ୳୪ୣୢ
ሺ௞ሻ  is calculated using (2), where 𝑡୧୬

ሺிొ౛౮౪ሻ  is the creation time of the next 

arriving water frontier according to current flow direction. 
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The next water frontier arrival time for a pipe is managed using a double-ended 
queue (deque) for storing the water frontiers. After updating the next arrival time, 
the corresponding arrival event is rescheduled in the event queue. 

ሺ 1ሻ
ሺ ሻ ሺ ሻ ሺ 1ሻ ሺ ሻ
scheduled scheduled ሺ ሻ

ሺ ሻ
k

k k k k
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v
t t t t

v


    (1) 

 Next

ሺ 1ሻ
ሺ ሻሺ ሻ ሺ ሻ ሺ ሻ

scheduled in ሺ ሻ
ሺ ሻ

k
Fk k k

k

v
t t t t

v



    (2) 

The parameters of the water particle currently at the outlet are updated for 
temperature calculations. The historical inlet time and the arrival time of the 

particle are denoted by 𝑡୧୬
ሺ௞ሻ and 𝑡୭୳୲

ሺ௞ሻ, respectively, where 𝑡୭୳୲
ሺ௞ሻ  equals to the current 

simulation time 𝑡ሺ௞ሻ . The particle’s travel time, 𝜏ሺ௞ሻ , is given by the difference 

between the arrival time and the inlet time as shown in (4). 𝑣୧୬
ሺ௞ିଵሻ, 𝑡୧୬

ሺ௞ିଵሻ, and  𝑡୭୳୲
ሺ௞ିଵሻ 

refer to the historical inlet flow speed, historical inlet time, and arrival time of the 
previously arrived sampling frontier.  

Using the recorded inlet parameters of water frontiers, the travel time for any 
particle can be calculated accurately. The travel time of water particles forms a 
piecewise linear function, with breakpoints occurring at moments of flow speed 
changes. 
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 


    (3) 
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ሺ1 ሻሺ ሻ
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v
t t t t
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 


 


       (4) 

2.2.2 Temperature calculation 

The temperatures of water particles change as the water travels from the heating 
plant to customers due to heat transfer between the water and its surroundings. 
Depending on the network structure, pipe dimensions, and operating conditions, 
heat loss during transmission can account for 5% to 20% of the annual heat supply 
(Sartor & Dewalef, 2017). Consequently, the effect of heat loss on water temperature 
during transit cannot be overlooked. 

The DES model incorporates distinct temperature equations for different pipe 
types, including single pipe, parallel single pipes, and twin pipes, as illustrated in 
Figure 3. Here, 𝑞௛  and 𝑞௖  represent the heat losses from hot pipe and cold pipe, 
respectively. The formulas for heat loss, 𝑞ୱ→୥, are based on the study (Wallentén, 

1991), which  accounts for the coupled influence of ground temperature and the 
water temperature in parallel pipes.  
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In the Lagrangian approach, heat loss depends only on time, as the spatial 
coordinate is omitted when the observer follows moving water particles. 
Differential equation (5) describes the relationship between temperature and heat 
loss. Its solution, equation (6), reveals that temperature is an exponential function 
of travel time τ in the pipe. Here, 𝑇୧୬ is the inlet temperature recorded when the 
water frontier is created.  

The coefficients of k1 and k2 for different pipes are summarized in Table 2. 𝑇௚ is 

the ground surface temperature, while 𝑇௣ refers to the corresponding temperature 

in the other parallel pipes. 𝜆௜  and 𝜆௚  are heat conductivity of insulation and soil 

respectively. C refers to the overall heat capacity of water and is equivalent to 𝜌𝑐௣𝐴.  

𝜌  and 𝑐௣  are the density and specific heat capacity of water. A is the cross-

secessional area of the pipe. The detailed formulas for 𝑇௦, 𝑇௔, 𝑅, 𝑅௦, 𝑅௔, ℎ௦, and ℎ௔ 
are provided in Appendix 1. 

 

Figure 3 Heat loss from the pipe wall to ground surface for different pipes. 

 s  g
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Table 2 Different coefficients k1 and k2 in the outlet temperature formulas. 

Pipe types (a) Single pipe (b) Parallel single pipes (c) Twin pipes 
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2.2.3 Energy calculation  

Heat loss can be calculated either directly from the temperature drop of particles or 
indirectly through an energy balance. In this model, we use the energy balance 
method, as shown in Figure 4, with the reference temperature set to ground 
temperature. The heat loss calculation is an optional feature in this model. 

  

Figure 4 Energy balance of pipe during simulation. 

The inlet energy 
inQ , outlet energy outQ , internal heat energy E , and heat loss of 

each pipe lossQ  can be computed from (7)-(10). L is the pipe length. Assuming linear 

temperature profile between breakpoints simplifies the integrals. 
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t
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t

Q c A v t T t T dt   (8) 
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2.3 Network modeling 

The network model is an object-oriented framework composed of pipe and node 
objects, where pipes are connected through nodes. Nodes are divided into two main 
categories: leaf nodes and internal nodes. Leaf nodes, which have a single connected 
edge, correspond to customers or production sites. Internal nodes act as junctions 
between two or more DH pipes and are further classified into straight-line nodes 
and forking nodes. Straight-line nodes connect exactly two pipes, while forking 
nodes connect three or more pipes. Forking nodes are further divided into splitting 
nodes, characterized by single inflow with multiple outflows, and merging nodes, 
characterized by multiple inflows. 

The calculations within the pipe objects have been detailed in the previous 
section. This section focuses on the interaction between nodes and pipes. This 
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interaction is crucial for accurately capturing temperature dynamics across the 
network, especially in scenarios with varying flow directions or at merging and 
splitting nodes.  

Assuming fully mixed water, the water temperature at any node j equals to the 
average inflow temperature weighted by mass flow rate, 𝑚. The inflow temperature 
calculated from the flows arriving from its upstream pipes. The mixing temperature 

can be calculated using (11), where 𝐼୧୬
௝  represents the set of pipes with inflow to the 

node j. 

 in

in

out

mix

j

j

i
i

i Ij

i
i I

m T
T

m








 (11) 

When water frontiers reach the end of a pipe, they are removed and re-created 
in the downstream pipes, adopting the temperature of the corresponding node. If 
the node is a splitting node (with only one inflow), the node temperature equals the 
outlet temperature of its upstream pipe. Conversely, for a merging node, the node 
temperature is determined by the mixing temperature. 

Figure 5 illustrates a scenario where the flow direction in Pipe 1 reverses. 
Although the water temperatures at the ends of Pipe 1 remain unchanged at this 
instant, the mixing temperatures are altered due to changes in the inflows. 
Consequently, extra water frontiers are generated not only in the reversed pipe but 
also in the former downstream pipe (Pipe 3) and the new downstream pipe (Pipe 0) 
to track instantaneous temperature changes. 

  

 (a) Before flow direction changes in pipe 1 (b) After flow direction changes in pipe 1 

Figure 5 Water frontiers generation in adjacent pipes when a flow changes direction. 

Figure 6 depicts the DES flowchart for simulating meshed DH networks. While 
water frontier arrival and inlet temperature change events involve localized updates 
in a single pipe or a few adjacent pipes, mass flow rate changes require updates 
across nearly the entire network. Hydraulic simulations are performed before 
thermal simulations to determine the mass flow rates in all pipes. 
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Figure 6 DH Network modeling based on Discrete Event Simulation. 

The core challenge in hydraulic simulation for meshed networks is solving a 
system of equations. This system is derived from mass balance (12) and Kirchhoff’s 
second law (13), which states that the directed sum of potential pressure differences 

around any closed cycle must equal zero. The term 𝑚௝
௕ represents the mass flow rate 

specified as a boundary condition at customer and production site nodes, which is 
zero at internal nodes. Positive values correspond to inflow into the system, while 
negative values denote outflow. 𝐼௝ denotes the set of pipes connected to node j, and 

𝑚௜ is the mass flow rate in pipe i. The value of 𝑚௜ is positive when the flow follows 
the nominal direction and negative when it opposes it, with the sign indicating 
nominal inflow (positive) or nominal outflow (negative). 
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The pressure drop ∆𝑝  in each pipe is calculated using the Darcy-Weisbach 
equation (14), with the friction factor 𝑓 depending on flow conditions. For turbulent 
flow (Re≥4000), an explicit approximation is used for 𝑓 instead of the implicit 
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Colebrook-White equation, as suggested by (Yıldırım, 2009). Here, Re denotes the 
Reynolds number. 𝐷௪ is the diameter of the pipe’s inner wall. ε is to the absolute 
roughness of pipe wall. Linear interpolation is used for transitional flow 
(2000<Re<4000). 

The nonlinear pressure drops in pipes make the overall problem nonlinear. 
However, since flow adjustments along cycles has no impact on the mass balance at 
nodes, the original problem can be decomposed into a linear problem and nonlinear 
subproblems for each cycle block, defined as the transitive closure of dependent 
cycles. The linear problem is addressed by assigning arbitrary values to the flows in 
the cut-off edges of all cycles, effectively reducing the meshed network to a tree. 
This linear problem only needs to be solved once per time step, while the nonlinear 
subproblems require iterative calculations. Newton-Raphson method is employed 
to solve the nonlinear subproblems, which can be addressed independently for each 
cycle block. This decomposition has the potential to accelerate hydraulic 
simulations in large-scale networks with complex topologies. A detailed description 
of the hydraulic model is provided in publication Ⅲ. 

 𝛥𝑝ሺ𝑚ሻ ൌ 𝑝origin െ 𝑝target ൌ 𝐿𝑓𝜌 ௩|௩|

ଶ஽ೢ
ൌ 𝐿𝑓 ௠|௠|

ଶ஽ೢఘ஺మ
 (14) 

 𝑓 ൌ ൝
64/𝑅𝑒,  𝑅𝑒 ൑ 2000
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ೞ

ೞశభሻሿିଶ, 𝑆 ൌ
଴.ଵଶସ ఌ ோ௘

஽ೢ
൅ lnሺ0.4587𝑅𝑒ሻ ,𝑅𝑒 ൒ 4000

 (15) 

2.4 Implementation optimization   

The event-driven nature of DES can lead to high computational costs, especially 
when managing numerous events and frequently updating the event queue. This 
issue becomes pronounced in large-scale DH network simulations, necessitating 
efficient techniques to optimize performance. We propose three strategies to 
improve computational speed. To ensure broad compatibility across different 
operating systems and platforms and achieve fast simulations, the entire model was 
developed using C++. 

2.4.1 Lazy evaluation 

Lazy evaluation defers computations until their results are required, improving 
both speed and memory efficiency. In DES model, this approach calculates travel 
time, outlet temperature, and energy only when necessary. The water frontiers are 
only updated when they arrive the pipe end. Simultaneous updates occur only when 
mass flow rate changes. This approach allows each pipe to operate on independent 
time steps, avoiding redundant intermediate calculations and ensuring accurate 
breakpoint tracking for water temperature profiles. By limiting updates and 
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calculations to essential scenarios, this strategy significantly optimizes the 
efficiency of each computational step. 

Downstream pipes also benefit indirectly, as fewer updates in upstream outlet 
conditions lead to reduced water frontier generation in downstream pipes, thereby 
dramatically decreasing the number of water frontier arrival events. 

2.4.2 Customized priority queue 

A priority queue is a data structure that manages elements with priorities, where 
the highest-priority element (earliest event time in event queue) is processed first. 
This structure is essential for chronological event management in DES. 

To optimize the event queue, three strategies are applied to reduce unnecessary 
updates. First, inlet temperature change events for pipes with internal-node inlets 
are omitted, as these are linked to upstream pipe arrival events. Each pipe has a 
single event, except the supply pipe connected to the heating plant. Second, the 
queue is updated only once when two water frontiers arrive simultaneously. Third,  
customer demand changes occurring at the same time are processed together. 

A Min-Heap, a complete binary tree enabling insertion and root deletion in 
𝛰ሺlog𝑛ሻ time, is used to implement the priority queue. Although the C++ standard 
library provides a Min-Heap, it does not fully meet DES network requirements, 
particularly for event rescheduling. To address this, a customized Min-Heap was 
developed with the following enhancements: 

 Efficient handling of event rescheduling by delaying heap maintenance until 
all simultaneous updates are complete. This is important for mass flow rate 
change event, since most arrival events need to be rescheduled. 

 An indexing scheme enabling 𝛰ሺ1ሻ element access (not limited to the root), 
eliminating the need for 𝛰ሺ𝑛ሻ direct search during event rescheduling. 

 Fixed heap size to accommodate the maximum number of active events 
(number of pipes + number of heating plants + 1). Using static array to 
implement the heap avoids the overhead associated with dynamic memory 
allocation during runtime. 

These improvements make the customized Min-Heap more efficient than the 
standard implementation, particularly for event rescheduling and element 
searching. 

2.4.3 Tolerance threshold for redundant water frontiers 

Redundant water frontiers, which have minimal impact on the temperature profile, 
can be eliminated to improve simulation efficiency by reducing temperature 
computations and event queue updates. While capping the number of water 
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frontiers in each deque is one approach, it can introduce numerical errors due to 
forced merging (Oppelt et al., 2016). 

We propose a tolerance threshold method to address this issue. This approach 
sets a threshold for creating new water frontiers based on the disparity between 
computed and interpolated outlet temperatures. Figure 7 illustrates a scenario 
where a new water frontier, 𝐹⁕, is expected to be created in downstream pipes when 
the mass flow rate changes. The computed outlet temperature of 𝐹⁕ is calculated 
from its travel time and the interpolated inlet temperature base on inlet 
temperatures of 𝐹଴ and 𝐹ଵ. The interpolated outlet temperature of 𝐹⁕ is calculated 
using outlet temperatures of previously arrived frontier 𝐹଴ and the next scheduled 
arriving frontier 𝐹ଵ. The estimated outlet temperature of frontier  𝐹ଵ is obtained by 
assuming an unchanged flow speed before its arrival. If this disparity falls below the 
threshold, the new frontier is omitted in downstream pipes.  

 

Figure 7 The disparity between computed and interpolated outlet temperatures. 

The threshold ensures that only significant changes in temperature profiles 
trigger new water frontiers. Eliminating a single frontier also prevents the 
propagation of future frontiers in all downstream pipes associated with it. Choosing 
an appropriate threshold is crucial for balancing accuracy and computational 
performance—overly high thresholds risk omitting key events, while overly small 
thresholds may offer minimal performance gains. 
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3 Numerical studies 

Before DES model is integrated to DH system for real applications, its performance 
in predicted accuracy and simulation efficiency must be validated. In Publications Ⅰ 
− Ⅲ, DES model was validated with measurements from three real applications: a 
single-pipe, a tree-shaped network, and a meshed network, respectively.  

3.1 Validation 

The 24-hour single-pipe case study in publication Ⅰ aims to test the model's accuracy 
in simulating water temperature and heat loss within a pipe. The investigated pipe 
is part of a real network in Shijiazhuang, China, with a length of 9250 m and an 
inner diameter of 1400 mm. During the measurement period, the inlet temperature 
ranged from 88.4 to 97.9 °C, while the flow rate varied between 9012.4 and 9761.8 
m³/h. Measurements were taken at approximately 5-minute intervals. Four models 
with different inlet temperature assumptions and interpolation methods were 
proposed. Their simulated outlet temperatures were compared with measurements, 
and a numerical comparison among the models was performed. The results support 
the use of linear approximation in future studies. 

The case study in publication Ⅱ focuses on a tree-shaped network with a central 
heating plant, part of the Pohja network located in Uusimaa, Finland. This network 
supplies water for domestic hot water and space heating to 24 customers, including 
commercial buildings, apartment buildings, and detached houses. The network 
comprises 102 pipes after integrating the pipes with same properties. The supply 
and return pipes are installed in parallel, either as separate single pipes or as twin 
pipes, corresponding to types (b) and (c) in Figure 3 . Simulations were conducted 
for both the supply and return sides, and the simulated node temperatures were 
compared with measured supply temperature of customers. This study used 72 days 
of hourly measurements and aimed to validate the temperature propagation 
calculations at splitting nodes and the mutual heat transfer between supply and 
return pipes. 

Publication Ⅲ investigates a meshed network in Huanghua, China, featuring two 
cycles, two heating plants, and 186 pipes (after pipe integration). The layout of the 
investigated network is shown in Figure 8. This network provides space heating for 
86 substations, including one abundant substation with zero flow. The main heating 
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plant operated throughout the 85-day study period, while the peak boiler operated 
for 487 hours. The study period also included the start-up and shut-down phases of 
the peak boiler. When the peak boiler was inactive, the flow directions remained 
stable, as indicated by the arrows in Figure 8. During off-peak periods, flows 
merged at nodes 128 and 162. However, during peak boiler operation, the flow 
directions in the pipes within the two cycles changed. Pipes experiencing flow 
reversal are highlighted in red in Figure 8. Using hourly measurements of mass flow 
rates at leaf nodes and supply temperatures at the heating plants, the temperatures 
at substations were calculated and compared with measured values. The simulation 
for supply network aimed to validate the thermal simulation for flow direction 
reversals and water mixing at merging nodes. Validating a meshed network with 
multiple heating sources is more complex than a tree-shaped network due to 
uncertain flow distribution. Accurate thermal simulation requires precise hydraulic 
calculations, which impact merging nodes in terms of their locations and mixing 
temperatures. In addition to proper parameter settings, high-quality 
measurements of mass flow rates at leaf nodes (heating sources and substations) 
are important. We filled missing data for two substations using a long short-term 
memory (LSTM) model trained on measurements from another period. To address 
discrepancy between total supplied and delivered mass flow rates, we applied a 
least-squares method to adjust the supplied mass flow rates of heat sources. 

Despite appropriately setting model parameters based on available network 
data, temperature discrepancies were observed at most substations. These 
discrepancies, evaluated as the time-weighted average temperature difference 
between simulated results and measurements, showed no strong correlation across 
substations or water temperatures, and remained consistent during both off-peak 
and peak periods. Potential causes include incorrect heat meter calibration or 
operational issues such as misconnected supply and return pipes or water leakage. 
However, the consistency of these offsets allowed us to apply a vertical temperature 
shift for validation.  
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Figure 8 Layout of the investigated DH network in publication Ⅲ. 

Figure 9 presents detailed results for three representative nodes in the meshed 
network: two near the heat sources (nodes 25 and 66) and one at the farthest point 
in a long branch (node 84). These nodes were selected to capture distinct hydraulic 
and thermal conditions within the network. Node 25 received water solely from the 
main heating plant throughout the study period, providing a baseline for evaluating 
the model under stable flow conditions. In contrast, Node 66, located near the peak 
boiler, experienced significant changes in water source depending on the 
operational period—receiving water from the main heating plant during off-peak 
periods and from the peak boiler during peak periods. This scenario highlights the 
model’s capability to handle sudden flow reversals. Node 84, representing a more 
complex scenario, encountered varying water sources during peak periods, 
receiving water either entirely from the main heating plant, entirely from the peak 
boiler, or from a mixture of both. Even during off-peak periods, when water was 
fully supplied by the main heating plant, accurate simulation remained challenging 
due to the mixing of water from different paths. The results show that although 
localized discrepancies are observed, such as the error around December 15th, 
simulated temperatures align well with measurements most of time.  
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Figure 9 Comparison of measured and simulated node temperatures for the investigated period 
(yellow shaded area indicates peak period). 

Table 3 summarizes the overall performance indicators of the DES model across 
the three case studies. ME and RSD refer to the mean error and residual standard 
deviation of the simulated node temperatures, respectively. By comparing 
simulated node temperatures with measurements in each case, we conclude that 
the model is reliable and robust. 

Table 3 Summary of three case studies. 

Case studies ME [°C] RSD [°C] Simulation time 

Ⅰ:     24-h simulation for a single pipe -0.01 0.16 59 µs 

Ⅱ:   72-day simulation for a tree-shaped network with 
24 customers and 102 pipes 

0.43 0.61 0.219 s 

Ⅲ:  85-day simulation for a meshed network with 86 
substations, 2 heating plants, 186 pipes, and 2 cycles 

0.00 1.15 0.29 s 

* ME and RSD in cases Ⅱ and Ⅲ refer to the average values of all customers/substations. 

3.2 Computational speed 

Table 3 provides an overview of the simulation times for the three case studies. To 
further understand the factors influencing computational speed, we analyzed the 
relationship between simulation time and the number of water frontiers (sampling 
points), as shown in Figure 10. In both cases, simulation time increases linearly with 
the number of water frontiers. This highlights the importance of efficiently selecting 
sampling points to enable faster modeling. The proposed threshold tolerance 
approach that eliminates redundant water frontiers—those with an insignificant 
impact on the accuracy of temperature profiles—can improve computational speed 
without sacrificing temperature accuracy. 
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The slopes of the two lines indicate that the meshed network model presented 
in publication Ⅲ is asymptotically faster at simulating the same amount of water 
frontiers. This improvement in computational speed is attributed to the re-designed 
implementation described in publication Ⅲ. 

Additionally, the results reveal a noticeable positive intercept for the meshed 
network simulation, in contrast to the near-zero intercept for the tree-shaped 
network simulation. This difference is due to the computationally intensive 
hydraulic simulation required for meshed networks. The findings suggest that 
computational speed is primarily determined by the thermal simulation, with 
hydraulic simulation accounting for 25.7% of the total simulation time in the 
meshed network case study using the recommended enhanced model. 

 

 

Figure 10 Relationship between the simulation time and number of water frontiers. 
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4 Research contributions 

This study introduces a novel method based on discrete event simulation (DES) for 
dynamic modeling of district heating (DH) networks with variable time steps. It can 
be widely applied to modern DH networks with complex network topologies and 
advanced operational strategies, such as “variable flow, variable temperature”. The 
developed DES model offers both accuracy and computational efficiency, making it 
particularly suitable for online system optimization in DH systems that require 
intensive iterative calculations. For scalability and rapid simulation of large-scale 
networks, DES model is implemented in C++. 

The research is structured around three publications (Ⅰ − Ⅲ), each addressing a 
key challenge in developing the DES model. These challenges include establishing 
the theoretical foundation, implementing the model efficiently, and ensuring its 
scalability and applicability to various network topologies. Together, the 
publications outline a step-by-step progression in developing the DES network 
model from scratch.  

4.1 Publication Ⅰ 

Holistic optimizing DH systems is often impeded by the computational 
complexities associated with network modeling and the existing approaches are 
either slow or inaccurate. This inspires us to develop an innovative method to 
address the bottleneck in computational efficiency. The main contribution of 
publication Ⅰ is to answer the question what the critical sampling points for accurate 
prediction of water temperature profile within a pipe are. This guides its efficient 
implementation of variable time step simulation.  

A single-pipe model based on unidirectional flow with four computational 
modes was developed and validated using real measurements. The results 
demonstrated that, for the same simulation, the DES model achieved a comparable 
level of temperature accuracy while being 593 times faster than the characteristic 
line model and 1288 times faster than the implicit upwind model (Y. Wang et al., 
2017). 

Additionally, three fundamental conclusions support subsequent studies. First, 
the travel times of water particles exhibit a piecewise linear relationship when water 
speed changes instantaneously. This results in piecewise exponential temperature 
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profiles when the inlet temperature changes instantaneously or exponentially. 
Second, approximating the exponential temperature profile between breakpoints 
using linear interpolation is both computationally efficient and accurate under 
normal operational conditions. Third, the gradual temperature change assumption 
provides a more accurate representation of water temperature profiles compared to 
the instant temperature change assumption. These findings support the use of 
linear approximation between water frontiers in following studies. 

4.2 Publication Ⅱ 

The accuracy and efficiency of thermal simulation within a pipe was validated in 
publication Ⅰ. In publication Ⅱ, the DES model was extended for application in tree-
shaped networks utilizing an object-oriented framework comprising pipes and 
nodes. This extension addresses the management of multiple pipe calculations, the 
propagation of water frontiers throughout the network, and the mutual heat 
transfer between supply and return pipes. 

Another key contribution is the optimization of the DES model’s 
implementation. Due to its event-driven nature, DES can become computationally 
expensive, particularly when managing a large number of events and frequent 
updates. To mitigate this issue in large-scale network simulations, we employed 
three advanced techniques for faster simulation: lazy evaluation, a customized 
priority queue, and a tolerance threshold. 

The DES network model was validated and tested using 72 days of 
measurements from a network containing 102 pipes. In this case study, the 
tolerance threshold method proved highly effective, significantly reducing the 
number of sampling points to expedite calculations with negligible accuracy 
degradation. This optimization resulted in a 69% speed improvement, completing 
the 72-day simulation in just 0.219 seconds. Furthermore, the results demonstrated 
that the computation time is linearly dependent on the number of sampling points, 
highlighting the potential scalability of the DES model for large-scale networks. 

4.3 Publication Ⅲ 

In tree-shaped networks, the mass flow rates throughout the network can be 
determined based on mass flow balance equations, provided the mass flow rates of 
the leaf nodes (customers) are known. Additionally, the flow direction in each pipe 
is fixed, always running from the heating plant to customers. However, meshed 
networks are increasingly adopted in modern DH systems for their improved 
reliability, flexibility, and ability to handle multiple heat sources. To accommodate 
broader applications, the DES network model was extended from tree-shaped 
networks to meshed networks with multiple heating plants in publication Ⅲ. 
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In meshed networks, flow directions along cycles vary with hydraulic conditions, 
requiring the mass flow distribution to be solved using additional pressure balance 
equations based on Kirchhoff’s second law. Hydraulic conditions influence the 
merging locations of flows but also the mixing temperatures at merging nodes, 
which are affected by the mass flow rate contributions from inflows with different 
temperatures. Therefore, solving the hydraulic conditions is essential for thermal 
simulations. However, hydraulic calculation can be solved independently of 
thermal simulations because pressure-related water parameters change minimally 
within the operating temperature range (H. Wang & Meng, 2018). 

This study contributes in two significant ways. First, the pipe model was 
extended to handle bidirectional flows, enabling the simulation of reverse flows 
commonly observed in meshed networks. Second, a hydraulic model based on the 
Newton-Raphson method was developed and integrated with the previous DES 
thermal model, resulting in a quasi-dynamic hydraulic-thermal DES model. 
Additionally, the mass flow rate change event calculation was redesigned to 
accommodate the dynamic changes in flow. 

The model's accuracy in temperature prediction and computational efficiency 
were validated using measurements from a meshed network with multiple heating 
plants, comprising 186 pipes and two dependent cycles. Simulated temperatures 
closely matched the measurements. For an 85-day simulation, the DES model 
required just 0.29 seconds, with hydraulic simulations accounting for 25.7% of the 
total computation time. Furthermore, the finding from publication Ⅱ—that 
computation time increases linearly with the number of sampling points—was 
confirmed in this meshed network case study. 
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5 Answers to research questions 

This section addresses the six research questions outlined in Section 1.4. 
1) Strategic selection and dynamic updates of sampling points are achieved by 

placing them where the temperature profile is not differentiable. The time 
step is automatically determined based on when these specific sampling 
points require updates. 

2) Heat loss calculations use formulas that account for the water temperature 
in parallel pipes. Temperature-related coefficients are updated hourly based 
on the average historical inlet and outlet temperatures of the parallel pipe. 

3) In the DES framework, variable time step simulation is implemented using 
a lazy evaluation approach. Each pipe object operates on its own adaptive 
time step, managed by an independent deque. A global event queue, 
organized using a heap, controls the simulation timeline. At each event, only 
the affected objects are updated, and the heap is partially adjusted. Skipping 
updates for unaffected objects allows the simulation to advance efficiently. 
This ensures that computations are performed only when necessary, 
reducing computational cost while preserving model fidelity. 

4) The DES model captures the thermal and hydraulic dynamics of the DH 
network with sufficient accuracy for engineering applications. The accuracy 
of thermal dynamics depends on the accuracy of hydraulic dynamics, which 
is influenced by data quality. 

5) Computational speed scales linearly with the number of sampling points in 
the test networks. Assuming this characteristic holds for large-scale 
networks, the model can complete 24-h simulation in 10 minutes for a 
network with 63.2 million pipes, making it suitable for system optimization. 

6) The model can be further speeded up by monitoring only the sampling points 
that significantly impact temperature profiles while omitting those with 
minor effects. 
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6 Discussion and conclusion 

6.1 Innovations and comparative analysis 

This research develops an accurate and efficient Lagrangian district heating (DH) 
network model with variable time steps using discrete event simulation (DES). It 
provides a solid theoretical foundation for correctly employing variable-step 
simulation and demonstrates its efficient implementation through DES. Six 
distinctions from existing models can be identified, representing the main 
innovations that decreases numerical errors while ensuring computational 
efficiency in DH network simulations: 

1) Precise calculation of travel time: Dynamically defined temporal and spatial 
discretization eliminates numerical errors in water particle travel time, 
ensuring accurate thermal simulations. 

2) Thermal calculation without numerical diffusion: Sampling points are 
defined as infinitely thin water sections, preventing numerical diffusion seen 
in fully mixed control volume methods. 

3) Identification of the essential sampling points: Instead of monitoring the 
status changes with constant frequency, we identified critical sampling 
points to ensure that all significant temperature changes are accurately 
recorded. Intermediate temperature variations are effectively captured using 
linear interpolation, which approximates the exponential temperature 
profiles with high precision.  

4) Variable time step simulation with lazy evaluation: Our approach updates 
only essential data at key time points (e.g., water temperature at pipe ends) 
and applies interpolation selectively, enhancing both speed and accuracy. 

5) Adaptive local updates:  The model assigns different time steps to different 
pipes, enabling real-time adjustments. It does not require preliminary trial 
simulations to determine optimal time steps. This adaptability reduces 
computational overhead while maintaining accuracy. 

6) Reliable solution for fast simulation: Our model with tolerance threshold 
offers a robust solution for balancing computational speed and accuracy. The 
introduced errors are predictable and well-controlled, ensuring reliability for 
practical applications. 
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Researchers have put extensive efforts to improve the accuracy of district 
heating models by refining their complexity. Examples include adopting fully-
dynamic models to account for pressure wave effects (Guo et al., 2023; Y. Wang et 
al., 2023), employing two-dimensional soil models (del Hoyo Arce et al., 2018), 
considering the impact of boundary layer near pipe walls on heat transfer (Chertkov 
& Novitsky, 2019; Dénarié et al., 2019), or using higher-order numerical methods 
(H. Wang & Meng, 2018; Zheng et al., 2020). While these approaches aim to 
enhance model precision through more detailed calculations, they often overlook 
the impact of numerical errors.  

In practice, comparisons with measured data show that these refined models 
demonstrate no significant advantages over simpler one-dimensional plug flow 
models. Additionally, the refined models are typically impractical due to their 
reliance on highly detailed input parameters. In real-world networks, our 
knowledge of many pipe segment properties is limited, and parameters such as 
burial depth or insulation thermal conductivity are often estimated based on design 
guidelines. This increased complexity makes model calibration more challenging 
and offers limited improvements in accuracy, further reducing the practicality of 
such approaches. 

Furthermore, our comparisons relying on measured data across a single pipe, a 
tree-shaped network, and a meshed network demonstrates that even basic heat loss 
equations can achieve highly reliable results. This finding underscores that focusing 
on key physical principles and minimizing unnecessary complexity allows simpler 
models to provide more feasible and efficient solutions for DH networks without 
compromising accuracy. Additionally, our results highlight that well-designed 
physical models can outperform data-driven approaches in both efficiency and 
accuracy, as evidenced by a comparison with a data-driven model (Guo et al., 2023). 

6.2 Limitation and future research 

Ignoring the axial mixing and thermal diffusion can simplify and expedite the 
simulation. However, these assumptions can sometimes result in distorted 
temperature profiles, potentially explaining the amplified fluctuations observed in 
the predicted temperatures compared to measurements. While these unrealistic 
fluctuations may not significantly affect the average temperature accuracy, they 
could cause unnecessary and frequent adjustments to the control system in future 
optimization studies. Consequently, future work should explore methods to 
smoothen temperature profiles and improve model accuracy. 

Incorrect mass flow rate inputs for end users yield a more pronounced impact 
on temperature accuracy in meshed networks than in tree-shaped networks. As 
reported in Publication Ⅲ, errors in mass flow rate data can cause localized or 
temporary distortions in simulated temperature profiles. However, such 
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inaccuracies in measurements are almost unavoidable in real-world applications. 
The current hydraulic model is based on solving a determined system, necessitating 
data preprocessing to balance mass flow rates before simulation. This 
preprocessing is challenging because the errors are typically unknown. Future 
research should aim to expand the hydraulic model to accommodate 
overdetermined systems, integrating additional measurements and enabling the 
development of advanced hydraulic calibration techniques to improve thermal 
accuracy. 

Additionally, the hydraulic model should be extended to incorporate pressure-
regulating devices such as water pumps, check valves, and gate valves. In large-scale 
DH networks, these pressure-regulating devices might be installed along the cycles. 
This introduces additional constraints or changes to the network topology, 
increasing the difficulty of solving hydraulic conditions. Further research is 
required to enhance the computational efficiency of hydraulic calculations.  

The current DES model supports bidirectional flow simulation; however, the 
flow direction in pipes connected to leaf nodes (customers or heating plants) is fixed. 
This limitation restricts its application in 5GDHC networks with prosumers. 
Therefore, extending the model to allow flexible flow directions at the leaf nodes is 
planned for future work. 

While the current model shows promise in terms of scalability, comprehensive 
testing on large-scale networks is necessary to ensure its practicality and efficiency. 
A longer-term objective should involve embedding the DES model within an online 
operational optimization framework for DH systems. Beyond using measurement 
data as input for monitoring the system's status, the model could be integrated with 
forecasting approaches like (Hua et al., 2024), to support future planning. Such 
integration would enable the efficient management of intensive iterative network 
calculations necessary for system optimization, while fostering smarter and more 
sustainable heating solutions. 
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Appendices 

Appendix 1. Formulas of parameters in heat loss 
calculations 

The parameters in Table 2 were calculated using the following equations.  
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Here, 𝑇௛  and 𝑇௖  refer to the water temperatures of the hot and cold pipes, 
respectively. 𝜆௜ and 𝜆௚ are the heat conductivity of insulation and soil respectively. 

H is the buried depth from the pipe center to the ground surface. As shown in Figure 
3, 𝑟௜ and 𝑟௢ are the outer radii of the pipe wall and the insulation, respectively. For 
twin pipes, 𝐷 is the half-distance between the centers of the pipes. 
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