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1. Introduction

"Nihil est sine ratione." - Gottfried Wilhelm Leibniz

Physical systems seem to aim to reach some optimal configuration in order
to be as efficient as possible. Virtually all laws of classical physics can be
formulated from this variational principle, see [41] and [4]. On the other
hand, in modern economics and finance theory, dynamic programming is
one of the key tools of contemporary modeling. Constrained optimization
is widely employed in our society and efficiency considerations are central
both in natural, as well as in man-made systems. In natural science, the
principle of least action is concerned with energy minimization, whereas
in economics, usually some utility functional is maximized. In physics, one
main benefit of variational principles is that one can embed coordinate-
invariance naturally in such optimization models, [27]. Physics can be
seen as nature’s economics, and vice versa [30], [31].

1.1 Origins of the principle of least action, calculus of variations,
optimal control theory and dynamic programming

Calculus of variations, optimal control theory and dynamic programming
can be traced back to antiquity. Already around 300 BC, Euclid consid-
ers the minimum distance from a point to a line. Archimedes (287-212
BC) demonstrated the law of the lever and set up axioms for equilibrium
for floating bodies. He can be called the first classical mechanic. The
mathematician Heron of Alexandria (c. 10-70 AD) considers in Catoptrica
the minimum distances traveled by light between two mirrors. Johannes
Kepler (1571-1630) considered the secretary problem, which is a classical
problem in dynamic programming. Galileo Galilei (1564-1642) tried to
determine the shape of hanging chains (1638), but failed. René Descartes
(1596-1650), who considered nature as a machine, can be seen as an early
advocate of cybernetics. Cybernetics as a discipline was later proposed by
Norbert Wiener in the 20th century, see [47].
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x
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B

Figure 1.1. What kind of a curve would minimize the time for a bead to reach point B
from point A?

G.W. Leibniz (1646-1716) and Pierre de Fermat (1601-1665) were key
figures in the intellectual development of calculus of variations. Leibniz’s
concept of best of all possible worlds is immensely relevant in its devel-
opment, as calculus of variations has a natural link with the concept,
although Leibniz considered it primarily in a theological-philosophical con-
text, not solely in the context of mathematical programming. His concept
of vis viva was the first pre-modern conceptualization of kinetic energy and
the law of conservation of energy.

In 1657, Pierre de Fermat showed that light travels between two points in
minimal time or more precisely that in a medium with variable velocity,
light prefers the path that guarantees the minimal time. This, together
with Johann Bernoulli’s (1667-1748) brachistochrone problem (1696) and
Isaac Newton’s (1642-1726) problem of minimal resistance (1687) were
prime movers for further developments. The actual birth of calculus of
variations can be naturally linked with the brachistochrone problem, see
Fig.1.1. Christopher Huygens’ (1629-1695) principle of wave diffraction had
repercussions as well, especially on Hamilton-Jacobi theory and Pontrya-
gin’s maximum principle. Although Isaac Newton is the giant of classical
mechanics with his three famous laws, the most interesting parallel devel-
opments of calculus of variations and classical mechanics took place only
in the 18th century.

The principle of least action has been a cornerstone of classical mechanics
since the publication of Les Lois du movement et du repos d ’eduites d’un
principe metaphysique by Pierre Louis Moreau de Maupertuis (1698-1759)
in 1746. This principle says that a particle will take the route which will
minimize a certain functional, called the action functional. As is well doc-
umented, Maupertuis was not the first scholar to consider this principle;
it is manifested already in the teleological thinking of Aristotle and later
in the works of Fermat and in particular the thinking of Leibniz. For the
history of the principle of least action and variational principles, see [41]
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Figure 1.2. Maupertuis on his expedition in Tornio valley

and [4]. There is an ongoing debate on the metaphysics and the possible
ontological meaning of the principle, see for example [45].

Constrained optimization is used pervasively. In modern economics, from
game theory to dynamic stochastic general equilibrium modeling, optimiza-
tion is the fundamental assumption of methodological individualism, [30]
and [31]. Nature also seems to be rational in this sense. The principle
of least action was put onto a solid foundation with the development of
calculus of variations and analytical mechanics. Calculus of variations is
concerned with the task of finding a minimum or a maximum for some
bounded functional over a set of functions satisfying some constraints.
The well-known necessary stationarity condition for such problem is the
celebrated Euler-Lagrange equation. In the physical context, calculus of
variations stipulates, that given a Lagrangian, which is the difference of ki-
netic and potential energies, the necessary stationarity condition requires
that a test particle will follow Newton’s second law of motion. In con-
temporary physics education, a course in analytical mechanics highlights
usually three approaches to mechanics; Lagrangian mechanics, Hamilto-
nian mechanics and the Hamilton-Jacobi approach. The first approach is
the approach considering the Euler-Lagrange necessary conditions, the
second one is a dual approach to Lagrangian mechanics (the Hamiltonian
is the Legendre dual of the Lagrangian) and the third one is the most
interesting and fruitful according to the author of the Dissertation, as it
has the most natural link to dynamic programming and optimal control
theory. In classical field theories, calculus of variations can be utilized to
derive Maxwell’s equations in electromagnetism and Einstein equations in
General Relativity. Furthermore, Richard Feynman’s approach to quantum
mechanics makes use of the principle of least action as well [17].
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While optimization and calculus of variations were developed already
during the 18th century, control theory and systems engineering began to
develop in the latter part of the 19th century thanks to the works of J.C.
Maxwell (1831-1879), E.J. Routh (1831-1907) and A. Hurwitz (1859-1919).
Control systems engineering is generally about trying to affect a given
system with through some means to achieve desirable effects, over time.
Therefore, control engineering is a rather general paradigm of intentional
behavior. Control engineering is an important enabler of the Industrial
Revolution itself, as for example J. Watt’s (1736–1819) steam engine is
a control system through the operation of the engine’s valves and thus
its pressure regulation. Indeed, control theory and control engineering
are omnipresent in a modern society, be it aerospace engineering, heating,
air-conditioning or industrial process control.

From the perspective of this Dissertation, especially relevant is the concept
of feedback control. In feedback control systems, the control of the system
depends in particular on the current state of the system. Feedback is an
essential element of cybernetics, which is a research strand developed by
Norbert Wiener (1894-1964). Cybernetics was especially popular in the
former Soviet Union, where control engineering and systems analysis was
applied to virtually everything within the society, see [22]. Optimal control
theory is an engineering approach, where there is an explicit objective to
be minimized, subject to the dynamical system at hand.

Optimal control can be given by an explicit feedback rule. In the late
1950’s the Russians and the Americans advanced optimal control theory
simultaneously. In the USSR, Lev S. Pontryagin (1908-1988) and his
group developed the celebrated Pontryagin’s maximum principle by 1956,
whereas Richard Bellman (1920-1984) was developing the paradigm of
dynamic programming in the USA.

In optimal control theory and dynamic programming, the controller is
trying to control some dynamical system in order to minimize some cost
functional. The research motivations were driven by the need to un-
derstand how to control some technical or mechanical systems, such as
weapons systems, missiles, aircraft or space stations. The Cold War was
probably a key motivating factor in this respect [38]. Stochastic optimal
control theory or stochastic dynamic programming is another extension to
the tradition, enabled by the celebrated Itô’s lemma and the invention of
stochastic calculus and rigorous treatment of Wiener processes. Dynamic
programming and control theory have been utilized also more and more
in artificial intelligence and machine learning (reinforcement learning)
research during the last thirty years, [6].
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The relationship of Richard Bellman’s dynamic programming [5] and Lev
Pontryagin’s maximum principle [8] is analogous to Hamilton-Jacobi the-
ory and Hamilton’s equations. In dynamic programming, the optimal value
for the objective functional obeys the Hamilton-Jacobi-Bellman (HJB) par-
tial differential equation, and Pontryagin’s maximum principle essentially
describes the characteristics of this PDE. The Hamilton-Jacobi-Bellman
PDE is close to the adjoint equation in Pontryagin’s approach, because
if the value function is smooth, the (negative) gradient of the value func-
tion is the adjoint variable or the costate. Pontryagin’s approach is more
efficient in deterministic problems, whereas Bellman’s approach can be
more easily generalized into a stochastic setting where one tries to opti-
mally control some stochastic differential equation. The functional to be
minimized then becomes a random variable so that the decision-making
problem transforms into a problem, where the conditional expectation is to
be maximized or minimized. Stochastic optimal control theory is nowadays
well established with many applications especially in for example finance,
see the seminal paper [29], and in macroeconomics, [9]. Moreover, (stochas-
tic) optimal control theory has been applied in differential game theory,
see the book [13]. On the relationship of dynamic programming and the
maximum principle, see the book [49].

1.2 Objectives of the Dissertation

The main objective of this Dissertation is to illustrate the potential of cal-
culus of variations and principle of least action and dynamic optimization
more generally as a tool to model various natural and man-made systems.
This Dissertation thus consists of a collection of applications of the princi-
ple of least action and dynamic programming in physics, economics and
finance.

The usefulness of stochastic optimal control theory in macroeconomics is
demonstrated in Publication I, where public debt sustainability is analyzed
using the tools of linear-quadratic control theory. Publication I highlights
how, with minimal assumptions, the debt dynamics for a sovereign can
become nonlinear and therefore potentially even chaotic.

The results in Publication II show the power of stochastic optimal control
in finance theory. Publication II shows how the celebrated Black-Scholes
equation can be seen as an optimality condition for the financial market
when the market as a system tries to be as efficient as possible. A systemic
approach to financial theory is therefore advocated.

In Publications III-IV stochastic optimal control is utilized to derive the
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fundamental equations of quantum mechanics from an alternative perspec-
tive. In particular, the approach demonstrates the links between stochastic
analytical mechanics, statistical mechanics, and relativity. The aim of
these Publications is to show how the imaginary structure of quantum
mechanics can be understood by considering stochastic mechanics in a
coordinate invariant fashion. The key hypothesis is that the randomness
in the movement of the test particle can be understood as if the spacetime
was randomly fluctuating at small scales. Furthermore in Publication
IV, the Heisenberg uncertainty principle is explored and analyzed in the
context of the model presented in Publication III.

Finally, in Publication V, the principle of least action is utilized in de-
riving the field equations of electromagnetism purely from the geometric
properties of the spacetime. The approach makes use of the Lagrangian
formulation of General Relativity. In Publication V, it is shown how two of
Maxwell’s equation are hidden within the Einstein field equation, when
one identifies the metric of the spacetime with a simple coupling of the
electromagnetic four-potential. Publication V therefore tries to offer more
insight on electromagnetism and especially on the nature of the electro-
magnetic four-potential, from which the Faraday tensor derives.
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2. Methodological Foundations

"All stable processes we shall predict. All unstable processes
we shall control." - John von Neumann (1948)

2.1 The principle of least action and calculus of variations

The overarching theme of this Dissertation is the principle of least action
and dynamic optimization. Generally speaking, the principle of least
action suggests that a system acts in a way that makes a certain functional
stationary. Such a simple action functional could be for example of the
form ∫ t2

t1

L(x, ẋ)dt, (2.1)

with some fixed x(t1) and x(t2). The problem is to then find a function
x(t) in such a way that the integral is minimal. Formally, in the simple
situation, for example we may require as a necessary condition that the
variation of the action integral vanishes

δ

∫ t2

t1

L(x, ẋ)dt = 0. (2.2)

The notation δ means that the functional variation of the action should
vanish. Formally, the necessary condition stipulates that the Fréchet differ-
ential is to vanish at optimal x, see [28]. Thus in the abstract formulation,
we want to find a function x(t) in such a way that the integral is stationary
(usually we seek a minimum or a maximum). In classical mechanics this
requirement is called Hamilton’s principle. The integrand may depend
on the derivatives of arbitrary order of the function x(t) as well as on
the independent variables, such as t here. The principle of least action is
therefore mathematically a problem in calculus of variations. The theory
of dynamic programming and optimal control can be seen as an extension
to calculus of variations.
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For a simple problem, where the integrand L depends only on the time
derivative ẋ(t) and the function x(t) itself, the stationarity condition im-
plies, using functional variation, that such an optimal function x(t) must
satisfy the Euler-Lagrange equation

∂L
∂x

=
d

dt

(
∂L
∂ẋ

)
. (2.3)

Calculus of variations was developed during the 18th century by Leonhard
Euler (1707-1783) and Joseph-Louis Lagrange (1736-1813), but variational
principles were developed already during the 17th century especially by
Pierre de Fermat (1601-1665). In 1745, Pierre-Louis Moreau de Mauper-
tuis (1698-1759) stated the principle of least action in mechanics. Classical
or analytical mechanics is thus based on the principle of least action, where
the Lagrangian L in the problem of calculus of variations above is the dif-
ference of kinetic and potential energies of the test particle. Equation
2.3 is then just Newton’s II law of motion. The principle of least action
and calculus of variations can be extended to field theories (field theories
involve multiple integrals and volume elements), see [42].

In order to appreciate the link of classical mechanics and optimal con-
trol theory, we may consider the Hamiltonian function H, which is the
Legendre transformation [49] of the Lagrangian:

H =< ẋ, p > −L, (2.4)

with the generalized momenta or conjugate variable p = ∂L
∂ẋ . The brackets

notation <,> refers to an inner product (dual pairing) of vectors. In
Hamiltonian mechanics the laws of motion are then:{

ṗ = −∂H
∂x

ẋ = ∂H
∂p .

(2.5)

The pair of differential equations above 2.5 are called Hamilton’s canonical
equations. These equations are equivalent to the Euler-Lagrange equa-
tions and in many cases they are easier to solve than the corresponding
Euler-Lagrange equations.

William Rowan Hamilton (1805-1865) and Carl Gustav Jacobi (1804-1851)
showed that the problem of classical mechanics can be transformed to
solving a first-order nonlinear partial differential equation. This Hamilton-
Jacobi equation is of the following form, a first-order PDE

∂S

∂t
+H(t, x,

∂S

∂x
) = 0. (2.6)

The function S is called Hamilton’s principal function and it relates di-
rectly to the action functional 2.1, see [49]. In dynamic programming, the
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analogue of the Hamilton-Jacobi PDE is the Hamilton-Jacobi-Bellman
equation and Pontryagin’s maximum principle is analogous to Hamilton’s
equations, see [49]. In view of the above considerations, the Hamiltonian
function can be understood as the rate at which the action integral changes.
This intuition helps to understand why in optimal control theory we must
make the Hamiltonian stationary with respect to the control function. In
a stochastic setting, the Hamilton-Jacobi-Bellman PDE is a second-order
nonlinear PDE due to Itô calculus.

2.2 Riemannian geometry

In Publication V, the mathematical framework is that of differential geom-
etry using tensor calculus. Differential geometry is also more generally a
useful tool in control theory and classical mechanics, see [1] and [2].

Tensors are objects, which transform in a certain way under coordinate
transformations, take inputs of vectors and covectors and return real num-
bers in a linear manner. A tensor is therefore a multi-linear map. A simple
example of a tensor can be understood through quadratic forms in linear
algebra. In tensor calculus, upper and lower indices of an object have
different meanings. The lower indices represent covariant components and
upper indices represent contravariant components of a tensor. Contravari-
ant components and covariant components transform in a different manner.
The key idea of tensor calculus is coordinate-invariance, for example, if
a quadratic form pairs a vector and a covector, and if one is to change
coordinates, the matrix must change as well, to cater for the different
representation of the vectors and covectors in a new coordinate system.

The basic object of Riemannian geometry is the metric tensor gμν , com-
puting inner products on a general manifold M . The idea is that if there
are for example two contravariant vectors Aμ and Aν (are also tensors),
the object gμνA

μAν is a scalar, the inner product of the two vectors. The
metric tensor thus defines the length of vectors. The Einstein summation
convention means that upper and lower indices are to be summed over, if
they have the same symbol, as above. In a Euclidean space, the metric
tensor would be represented by a matrix with 1s on the diagonal. On a
general curved manifold, the entries of the metric tensor depend on the
position on the manifold. A Lorentzian spacetime is a four-dimensional
(pseudo-)Riemannian manifold, which looks locally like a Minkowski space-
time. A Minkowski spacetime is a flat spacetime, whose metric can be
represented as a four-by-four matrix with the diagonal −1, 1, 1, 1.

As on a general curved manifold the metric varies depending on the po-

23



Methodological Foundations

sition, a covariant derivative ∇ is needed for derivatives to transform as
tensors on the manifold. A tensor itself is a geometrical object, which
transforms under coordinate transformations in a certain manner. Scalars
are invariant under coordinate transformations. The covariant deriva-
tive is the partial derivative of a tensor, accompanied with a correction
term to cater for the locally varying metric, this correction term is called
the Christoffel connection Γλ

μν , but is not a tensor, merely a collection of
coefficients or symbols, [44]. The Christoffel symbols are obtained from
the partial derivatives of the metric tensor. In the present analysis, we
consider only what is called the Levi-Civita connections, that is connections
which are torsionless (a symmetry property of the Christoffel symbols) and
metric compatible (the covariant derivative of the metric vanishes). In a
physical setting, the Christoffel symbols are analogous to forces and the
metric is analogous to potentials.

It is essential to understand from Riemannian geometry in the context
of General Relativity that a curvature tensor can be constructed from the
second derivatives of the metric tensor. A curvature tensor Rλ

νσμ tells
how parallel transport of vectors around a closed loop fails locally. In
essence, the definition of the Riemann-Christoffel curvature tensor is the
anticommutativity of covariant derivatives. Suppose that one has a covari-
ant vector Aλ. Then the implicit definition for the Riemann-Christoffel
curvature tensor is

Rλ
νσμAλ = ∇σ∇μAν −∇μ∇σAν . (2.7)

The Ricci tensor is the contraction of the curvature tensor Rνμ = Rσ
νσμ.

Contracting a tensor is analogous of taking the trace of a matrix. Further-
more, the Ricci scalar is the trace of the Ricci tensor R = gνμRνμ. For an
introduction to tensor calculus, see [44]. Good sources on General Relativ-
ity are for example [11] and [32].

In General Relativity, the principle of least action can be used in a very
elegant way to derive the Einstein field equations in vacuum. In General
Relativity, the principle of least action is

min
gμν

∫
R
√−gd4x, (2.8)

where we seek a metric gμν for the spacetime in such a way that the
invariant scalar curvature over the spacetime is minimized. The scalar
curvature R is a simple nontrivial curvature invariant of the Riemann-
Christoffel curvature tensor. It depends on the second derivatives of the
metric tensor. The metric determinant g ensures that the integral is
coordinate-invariant. The stationarity condition is then the Einstein field
equation in vacuum

Rμν − 1

2
gμνR = 0. (2.9)
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Figure 2.1. A simple conceptualization of a state-feedback control system.

2.3 Dynamic programming and optimal control theory

In optimal control theory, one has a dynamical system, be it an economic
or financial or a physical system. As the systems concerned are dynamical,
i.e. evolving with respect to time, (stochastic) differential equations are
used to model the system dynamics. Once the system model is chosen,
an optimal control is applied to the model to produce results that are in
principle measurable and testable. In particular, closed-loop controls or
feedback controls are considered, where the controller can in principle
observe the state of the system fully at each time instant. The state then
gives feedback to the controlling unit or the controller and this information
then is mapped to the control applied. In particular, optimal control theory
is control theory, for problems in which it is possible to precisely define the
cost criterion or the performance criterion, usually as a bounded functional
(sum or integral). In stochastic optimal control, the performance criterion
is a mathematical expectation, when the state dynamics is governed by an
Itô process.

In systems theory, a general state-feedback control system may be viewed
as a system with vector inputs u(s, x(s)) and vector outputs y(s). The
state-space form of such a system without external noise is{

ẋ(s) = f(s, x(s), u(s, x(s)))

ẏ(s) = g(s, x(s)).
(2.10)

The vectoral state x(s) evolves given the input and on the other hand the
state gives feedback to the controller u(s, x(s)). We assume that the control
system is fully controllable and reachable (can be steered to any state in
finite time) and fully observable (the state is fully observable for all times).
For a good overview of systems theory, see [36].

A general optimal control problem in continuous time is given by the
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following: suppose we have the dynamical system{
ẋ(s) = f(s, x(s), u(s))

x(t) = x,
(2.11)

where x(s) is the state of the system at time s and u(s) ∈ U is a (measur-
able) control variable. In this Dissertation it is assumed that the state
is fully observable and therefore state-feedback control is in principle
possible. The (bounded) functional to be minimized is of the form

J =

∫ T

t
L(s, x(s), u(s))ds+ h(x(T )). (2.12)

2.3.1 Pontryagin’s maximum principle

Optimal control problems can be solved primarily either with the Pontrya-
gin’s maximum principle, or dynamic programming. While this Disserta-
tion utilizes predominantly the latter approach, it is important the present
the basics of Pontryagin’s approach. Suppose that we want to minimize
2.12 subject to the dynamical system 2.11. Then, for an optimal trajectory
x(s), adjoint variable p(s) and optimal control u(s) the following necessary
conditions must hold⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

ẋ = ∂H
∂p

ṗ = −∂H
∂x

x(t) = x

p(T ) = −∂h(x(T ))
∂x

H(s, x(s), p(s)) = supu∈U (< f, p > −L) .

(2.13)

The necessary conditions above become sufficient, if the Hamiltonian is
concave and with some other technical conditions. The optimal control
obtained by solving the system 2.13 gives an open-loop control. Moreover,
if the value function V = infu∈U J is smooth enough, the costate variable p

is the negative gradient of the value function, so that p = −∂V
∂x , see [49].

2.3.2 Dynamic programming and the Hamilton-Jacobi-Bellman
equation

In this Dissertation, the feedback controls are given by dynamic program-
ming considerations. Dynamic programming concerns with sequential
decision-making in which the decisions affect the system. The essence
of dynamic programming is the principle of optimality, which requires that:
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Figure 2.2. Principle of optimality
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Figure 2.3. An optimal control feedback-loop

"An optimal policy has the property that whatever the initial state and
the initial decision are, the remaining decisions must constitute an optimal
policy with regard to the state resulting from the first decision."

This principle is illustrated in Fig.2.2.: If the path from a to d via b
and c is optimal, then each of the sub-paths must be optimal as well.
The principle of optimality then is manifested in the Hamilton-Jacobi-
Bellman (HJB) equation, which is a nonlinear PDE for the value function
V = infu∈U J of the dynamic optimization problem 2.12. The HJB PDE is
of the form

∂V

∂t
= H, (2.14)

where the function on the right side of the equation is the Hamiltonian
function (assuming the value function is smooth enough)

H = sup
u∈U

(− < f(t, x, u),∇V > −L(t, x, u)) , (2.15)

and V (x, t) is the value function for the dynamic optimization program.
Solving the HJB equation is under certain technical conditions sufficient
in order to obtain closed-loop optimal controls. Generally the solutions of
this PDE are not however smooth; fortunately there is a mature theory of
viscosity solutions for the HJB PDE, [12]. The Hamilton-Jacobi PDE from
classical mechanics is a special case of the Hamilton-Jacobi-Bellman par-
tial differential equation. For details on the relation between Hamiltonian
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systems, Hamilton-Jacobi theory and HJB PDEs, see [49].

In this setting, Pontryagin’s maximum principle can be thought of as
a set of ordinary differential equations (Hamilton’s equations) describing
the characteristic curves of the Hamilton-Jacobi-Bellman partial differ-
ential equation. In classical mechanics an analogous relationship can be
found between the Hamilton-Jacobi equation and Hamilton’s equations.

If the value function is smooth, the adjoint variable or the costate variable
is the (negative) gradient of the value function. In economics the adjoint
variable is known as the shadow price. It describes at what marginal rate
the optimal performance of the system increases if the state constraint is
infinitesimally relaxed.

2.4 Stochastic calculus

In this Dissertation, stochastic calculus is to account for the "noise" in the
state dynamics. Specifically, noisy state dynamics can be modeled using
stochastic differential equations (SDE){

dX = f(s, x(s), u(s))ds+ σ(s, x(s), u(s))dW

x(t) = x,
(2.16)

where W is a standard Brownian motion. Much of stochastic analysis
is concerned with the integration of random processes. Such stochastic
integrals can be defined and a chain rule for stochastic functions exists
(Itô’s lemma).

Markovian stochastic processes are the relevant class of processes in this
Dissertation, as the Markovian structure is the natural assumption that
the information relevant to the process is amalgamated in the current
state of the process. The relevant history of the stochastic process is
therefore accumulated in the current state. This property is especially
useful from the point of view of feedback control. Given an adapted process
X = {Xt,Ft, t ≥ 0} on some probability space (Σ,F , Pμ) it is Markov with
initial distribution μ, if Pμ[Xt+s ∈ B|Ft] = Pμ[Xt+s ∈ B|Xt]. In other
words, in terms of information, only the current state of the process mat-
ters. In this sense, a Markovian process does not have any memory other
than what is accumulated in the current state.

Given an Itô process of the form 2.16, two PDEs can be associated with
such Markovian processes: the Kolmogorov forward equation (also called
the Fokker-Planck equation) and the backward equation. Assuming that
the transition probability density ρ(s;x, y)dy = P x[Xs ∈ dy] exists, we can
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Figure 2.4. Stochastic optimal control as a fusion of dynamic programming and stochastic
analysis

consider the forward equation

∂ρ

∂s
= A∗ρ, (2.17)

where A∗ is the formal adjoint of the infinitesimal generator of the Marko-
vian process. The generator of the Itô process 2.16 is determined by using
Itô’s lemma. This tells how the process moves forward in time locally. It is
given by

Af(x) := lim
s→0

Ex[f(Xs)]− f(X)

s
. (2.18)

The reason why the generator is a second order differential operator, can
be seen through Itô’s lemma, which effectively shows that Taylor’s expan-
sion must include second-order terms due to the quadratic variation of
martingale processes. For a thorough introduction to stochastic calculus,
see the book [26].

2.5 Stochastic optimal control theory

Stochastic optimal control in this Dissertation is applied as dynamic opti-
mization with Markovian structure. In words, the problem is to control an
(Markovian) Itô process in order to minimize some conditional expectation.
This technique is obtained when optimal control, dynamic programming
and stochastic analysis are combined. Given a stochastic differential equa-
tion 2.16, we want to minimize the expectation

Etx

(∫ T

t
L(s, x(s), u(s, x(s)))ds+ h(x(T ))

)
(2.19)

for times t ≤ s ≤ T and with a terminal cost function h(x(T )), subject to
the Itô process:{

dX = f(s, x(s), u(s, x(s)))ds+ σ(s, x(s), u(s, x(s)))dW

x(t) = x.
(2.20)
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With suitable conditions, we generally seek for a Markovian feedback or
closed-loop optimal control u = (s, x(s)). Given that the state process is
a random process, the Markovian control policy is a random variable as
well. In this Dissertation the SDE-models are such that the diffusion
matrix σσ′ does not depend on the control and the respective HJB PDE is
almost the same as in deterministic case; the only difference is that one
has a second-order derivatives of the value function V (x, t). With the above
assumptions, the HJB PDE becomes

∂V

∂t
+

1

2
Tr

(
σσ′D2V

)
= H, (2.21)

where H = supu∈U (− < f(t, x, u),∇V > −L(t, x, u)), D2V is the Hessian of
the value function and σσ′ is the outer product of the diffusion vector σ with
itself. The value function satisfies the boundary condition V (x, T ) = h(x).
The obvious challenge with stochastic optimal control is that the value
function might not be smooth, and that the partial differential equation
above is nonlinear and difficult to solve in general. For good basic sources
of stochastic optimal control theory, see [18] and [49].
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3. Contributions of the Dissertation

This Dissertation illustrates the power and usefulness of the principle of
least action and stochastic optimal control by presenting applications in
economic, financial and physical systems. The Publications I-V cover both
physical applications as well as financial and economic applications. The
contributions of the Publications are summarized in Table 3.1.

3.1 Publication I

Public debt sustainability has become an especially relevant macroeco-
nomic policy question due to COVID-19. Governments around the globe are
using fiscal policy to support households and firms to overcome the acute
crisis. It is very difficult in to assess debt sustainability and solvency of
sovereigns in general. In Publication I, a stochastic optimal control model
is put forward to model a rational government, who wants to drive down
the debt ratio in finite time. The main contribution of Publication I is to
further demonstrate the usefulness of stochastic methods in public finance
and economic theory more generally. An index of insolvency risk is devel-
oped and a nonlinear stochastic differential equation is developed to model
the effect of hidden fiscal multipliers and hidden credit risk premiums.
Publication I thus adds to the literature, where stochastic optimal control
is applied to macroeconomics and public finance theory, [16], [25],[10].

3.2 Publication II

The pricing of financial derivatives was revolutionized in 1973, when the
Black–Scholes pricing model was presented [7]. Options, futures and other
financial derivatives are being traded nowadays daily with very large
nominal volumes. Even though pricing of options is a well-established
field of research, less focus has been put on the properties of the financial
market itself which support no-arbitrage pricing of financial derivatives.
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Table 3.1. Summary of the Publications

Publication Research objectives Methodology Results

I To demonstrate the non-
linear dynamics of gov-
ernment debt and the
risk of sovereign insol-
vency.

Stochastic Op-
timal Control,
Stochastic Analy-
sis

A nonlinear SDE is derived for
the government debt dynamics
and an index of insolvency is
constructed.

II To derive the Black-
Scholes PDE from a
Stochastic Optimal Con-
trol Problem, to oper-
ationalize the efficient
market hypothesis.

Stochastic Op-
timal Control,
Stochastic Analy-
sis

It is shown that the Black-
Scholes PDE is a linearized
HJB PDE, a Burgers’ PDE is
derived for the transport of
market instantaneous returns.

III To derive relativistic and
nonrelativistic PDEs
of Quantum Mechanics
from a Stochastic Opti-
mal Control model and
to explain the origin of
the imaginary structure
of QM.

Stochastic Op-
timal Control,
Tensor calculus

The covariant Stueckelberg
PDE, Telegrapher’s PDE and
Schrödinger PDE are derived
from a Stochastic Optimal Con-
trol framework.

IV To explore the interpre-
tation of the Heisen-
berg Uncertainty Princi-
ple from a stochastic me-
chanics viewpoint.

Stochastic Op-
timal Control,
Stochastic Analy-
sis

The Heisenberg Uncertainty
Principle is proven and a new
interpretation is given.

V To show how electro-
magnetism can be un-
derstood solely from the
properties of the ge-
ometry of the space-
time. To understand how
the electromagnetic four-
potential relates to space-
time geometry.

Principle of Least
Action, Calculus of
Variations, Tensor
calculus

Maxwell’s equations are shown
to be a special case of Einstein
field equations. The role of
Weyl curvature in electromag-
netism is explored. The sign
invariance of the metric deter-
minant is demonstrated.
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Publication II demonstrates the use of stochastic optimal control in finance
theory. The main contributions of Publication II are the following: first,
it is shown how the Black-Scholes pricing PDE for contingent claims can
be recovered as a linearized Hamilton-Jacobi-Bellman PDE. Second, it is
shown that such a model for the financial market which supports Black-
Scholes pricing, the market drift or the instantaneous return function must
obey the backwards Burgers’ PDE. Burgers’ equation is a simple model in
hydrodynamic turbulence and it has been derived earlier in the context of
pricing contingent claims, see [24]. The stochastic optimal control model
presented in Publication II is also an operationalization of the efficient
market hypothesis; the market is trying to minimize certain information
functional. As the efficient market hypothesis [14] argues that the prices of
securities contain all relevant available information, the stochastic optimal
control problem reflects this idea in terms of a dynamic optimization
program, where the market tries to embed any new information in prices
as swiftly and efficiently as possible.

3.3 Publication III

Although quantum mechanics remains to this day quite elusive in terms of
interpretations, the power of stochastic optimal control can be harvested
to explain some properties of QM. The stochastic approach to quantum
mechanics was initiated by the Hungarian physicist Imre Fényes in [19].
Richard Feynman used the principle of least action to formulate quantum
mechanics already in 1948, [17]. Further work on stochastic quantum
mechanics has been done especially by Nelson, [34], Yasue [48] and Papiez
[37]. The statistical interpretation of quantum mechanics is given in [3].

In Publication III, the main contributions in terms of literature are two-
fold; first of all, the imaginary structure or the Wick rotation of time vari-
able is argued to stem from the metric determinant. Second, the Stueck-
elberg field equation is derived as a linearized Hamilton-Jacobi-Bellman
equation of the stochastic optimal control model. From the Stueckelberg
field equation, the Telegrapher’s equation and ultimately Schrödinger
equations are derived in a concise manner. The Telegrapher’s PDE is
known to be related directly to the Dirac equation, and thus links to the
Dirac equation are provided as well.

3.4 Publication IV

The stochastic optimal control framework of quantum mechanics in Publi-
cation III is used to provide an alternative interpretation for the Heisen-
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berg uncertainty principle. In the original formulation of the Heisenberg
uncertainty principle, [23], the uncertainty is linked to the possible inter-
ference caused by the experiment. The main contribution of Publication
IV is to show that the stochastic approach to quantum mechanics allows
one to understand the uncertainty principle through thermodynamic equi-
librium. The content of the uncertainty principle is, in Publication IV,
that the product of the standard deviations has a lower bound in terms
of the stationary distribution due to covariance stemming from optimal
policy. For to have a small standard deviation for the position, one would
need to have a steep value function to constrain and confine the particle
within a small location in terms of the stationary distribution. A steep
and a localized value function would then imply a large standard deviation
for the gradient of the value function. The contribution is to therefore
to clarify that if one seeks an equilibrium system which has a very deep
potential well and thus good localization and confinement properties, one
needs to accept the large variability in the gradient of the value function.
This understanding of the uncertainty principle then implies that the
lower bound for the product of standard deviations has nothing to do with
experiments interfering with the set-up, but it is merely a natural trade-off
implied by the linear–quadratic structure of the stochastic optimal control
program. The results in Publication IV seem to therefore strongly support
the statistical or the ensemble interpretation of quantum mechanics, put
forward by, for example by Ballentine [3] and Sir Karl Popper [39].

3.5 Publication V

Since the inception of General Relativity, it has been an open issue whether
electromagnetism can be fitted naturally into a one unified framework,
from which both gravitation and electromagnetism could be understood,
[46]. In Publication V, it is shown how with a certain coupling of the elec-
tromagnetic four-potential to the metric tensor, the field equations of EM,
that is, Maxwell’s equations can be recovered. As is well-known, the field
equations of General Relativity can be obtained as a stationarity condition
for the Einstein-Hilbert action. This is the principle of least action in
General Relativity.

In Publication V, it is shown how the condition of Ricci-flatness leads
directly to Maxwell’s equations. The key contribution is the novel coupling
of the electromagnetic four-potential to the geometry of the spacetime itself.
This coupling then shows that the classical Lagrangian in electrodynam-
ics is actually just the scalar curvature of the spacetime. The other two
Maxwell’s equations are recovered from the Bianchi identity. Furthermore,
it is shown how the Einstein field equation is the stationary condition for
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the Einstein-Hilbert action irrespective of the sign of the metric deter-
minant, which also gives further support to the choice of the sign of the
metric determinant in Publication III. Finally, the Weyl curvature of the
spacetime is linked to the four-current and thus to electric and magnetic
fields. In other words, according to the theory put forward, four-currents
induce Weyl curvature on the spacetime locally.
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4. Discussion

This Dissertation provides evidence on the broad applicability of the prin-
ciple of least action and (stochastic) dynamic programming in natural and
man-made systems. It is interesting that natural physical laws can be
represented with such economic efficiency formulations, in which nature
acts as if it was maximizing efficiency and minimizing costs. This same
teleological feature can be seen also outside the context of natural science,
in particular in finance theory. Rational fiscal policy can also be engineered
concisely by utilizing stochastic dynamic programming.

Publication I demonstrates and explores how the volatility of the interest-
growth differential affects government debt dynamics with hidden fiscal
multipliers and hidden credit risk premiums. The results demonstrate
that the risks stemming from the premiums and multipliers and volatil-
ity can cause the debt ratio to vary and to diverge quite rapidly, to even
unsustainable levels. Therefore, further stochastic modeling of the risks
in terms of government debt is needed. The clear limitations of the model
in Publication I relate to the focus on theoretical considerations. Unfortu-
nately, it is not foreseeable that complete high-frequency data on variables
like growth, debt, or primary balance would be available even in the fore-
seeable future. The debt dynamics in the present model is modeled in a
continuous-time setting and therefore in order to estimate for example the
risk index properly, theoretically one should have data sampled at very
high frequency. Currently, nominal GDP growth rates are reported on a
quarterly basis, for example.

The results in Publication II indicate that the information minimization
control problem can be an operationalization of the Efficient Market Hy-
pothesis. Therefore the transport equation, the backwards Burgers’ PDE,
could be of use in portfolio management. The backwards Burgers’ PDE is
the governing law for instantaneous market returns and practical applica-
tion could be developed for investment companies and portfolio managers.
The possible relaxation of the system towards thermal equilibrium and the
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stationary distribution could also be further studied.

Stochastic mechanics and quantum mechanics can be indeed understood
through the prism of stochastic control theory and calculus of variations.
In Publication III, it is shown, how one can obtain the relativistically
covariant equations of quantum mechanics from a coordinate-invariant
stochastic optimal control problem. The general idea is to extend the usual
Lagrangian from classical mechanics into a Minkowski spacetime. When
this objective is chosen to be minimized on average, over proper time, under
a Markov diffusion, the corresponding Hamilton-Jacobi-Bellman equation
in a linearized form is exactly the Stueckelberg wave equation from Pa-
rameterized Relativistic Dynamics, [15]. In that setting, the logarithm of
the wave function is the value function for the stochastic optimal control
problem and therefore the wave function is related to the action, as in Feyn-
man’s approach to quantum mechanics [17]. The results in Publication
III could allow further research to be conducted in order to link canonical
relativistic quantum mechanics to the Stueckelberg and Telegrapher’s
equations, as in the literature there is a link between the Telegrapher’s
equation and Dirac equation of relativistic quantum mechanics, [21]. The
results obtained should stimulate further research on the Stueckelberg
PDE [43], which is a four-dimensional extension of the Schrödinger equa-
tion. The stochastic optimal control approach to (quantum) mechanics
underlines the possibility that at small scales, the spacetime can be seen
as if it was fluctuating, see [20]. Nature then obeys a principle of economics
or a principle of least action so that the laws of movement can be derived
from such an optimal control problem. The Dissertation therefore postu-
lates that fundamental laws of physics can be seen as if nature was an
optimal control system. Given that the laws of motion are obtained as a dy-
namic optimization program, the results indicate that a more general link
between laws of physics and computation could be established. Publication
IV gives further confirmation of the nature of the uncertainty principle.
It reconfirms that the principle is not about the experimenter interfering
with measurement, but that it is in an endogenous property of the system
instead.

Finally, the results in Publication V indicate that classical field theories
can be seen as an instance of the spacetime geometry itself, and this obser-
vation helps to understand also why the classical theories of gravitation
and electromagnetism share some mathematical features, namely for ex-
ample that the classical potentials are described by Poisson’s equation,
an elliptic PDE. If the mathematical model presented in Publication V
could be empirically confirmed, there could be an interesting set of engi-
neering applications. The coupling of the Weyl curvature of the spacetime
to the four-current and to magnetic and electric fields could allow mea-
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suring these effects. The results of Publication V add to the literature
on geometrodynamics, [32] and continues the tradition as laid out in the
classical articles [40] and [33]. Publication V continues also the work of
the Finnish physicist Gunnar Nordström, who was a professor of physics
at TKK (presently part of Aalto University) some 100 years ago, [35].

39





References

[1] A. Agrachev and Y. Sachkov. Control Theory from the Geometric Viewpoint.
Springer, 2004.

[2] V. I. Arnold. Mathematical Methods of Classical Mechanics. Springer-Verlag,
1978.

[3] L.E. Ballentine. The statistical interpretation of quantum mechanics. Rev.
Mod. Phys., 42:358–381, 1970.

[4] J.L. Basdevan. Variational Principles in Physics. Springer, 2007.

[5] R. Bellman. On the application of the theory of dynamic programming to the
study of control processes. In Proc. of the Symposium on Nonlinear Circuit
Analysis, pages 199–213. Polytechnic Institute of Brooklyn, 1956.

[6] D. Bertsekas. Reinforcement Learning and Optimal Control. Athena Scien-
tific, 2019.

[7] F. Black and M. Scholes. The pricing of options and corporate liabilities. J.
Political Econ., 81:637–654, 1973.

[8] V. Boltyanskii, R. Gamkrelidze, and L. Pontryagin. On the theory of optimal
processes. Reports of the Academy of Sciences of the USSR, 110:7–10, 1956.

[9] A. Cadenillas and R. Huamán-Aguilar. Explicit formula for the optimal
government debt ceiling. Ann. Oper. Res., 247:415–449, 2016.

[10] A. Cadenillas and R. Huamán-Aguilar. On the failure to reach the optimal
government debt ceiling. Risks, 6, 2018.

[11] S.M. Carrol. Spacetime and Geometry. Addison Wesley, 2004.

[12] M.G. Crandall and P.L. Lions. Viscosity solutions of Hamilton-Jacobi equa-
tions. Trans. Amer. Math. Soc., 277:1–42, 1983.

[13] E. Dockner, S. Jorgense, N. Van Long, and G. Sorger. Differential Games in
Economics and Management Science. Cambridge University Press, 2000.

[14] E. Fama. Efficient capital markets: A review of theory and empirical work.
J. Financ., 25:383–417, 1970.

[15] J.R Fanchi. Manifestly covariant quantum theory with invariant evolution
parameter in relativistic dynamics. Found. Phys., 41:4–32, 2011.

[16] G. Ferrari. On the optimal management of public debt: A singular stochastic
control problem. SIAM J. Control Optim., 56:2036–2073, 2018.

41



References

[17] R.P. Feynman. Space-time approach to non-relativistic quantum mechanics.
Rev. Mod. Phys., 20(367), 1948.

[18] W.H. Fleming and H.M. Soner. Controlled Markov Processes and Viscosity
Solutions. Springer-Verlag, 2006.

[19] I Fényes. Eine wahrscheinlichkeitstheoretische Begründung und Interpreta-
tion der Quantenmechanik. Z. Phys, 132(1):81–106, 1952.

[20] C. Frederick. Stochastic space-time and quantum theory. Phys. Rev. D.,
13:3183–3191, 1976.

[21] B. Gaveau, T. Jacobson, M. Kac, and L. S. Schulman. Relativistic extension
of the analogy between quantum mechanics and Brownian motion. Phys.
Rev. Lett., 53:419–422, 1984.

[22] S. Gerovitch. From Newspeak to Cyberspeak - A history of Soviet Cybernetics.
The MIT Press, 2002.

[23] W. Heisenberg. Über den anschaulichen inhalt der quantentheoretischen
Kinematik und Mechanik. Z. Phys, 43:172–198, 1927.

[24] S. Hodges and A. Carverhill. Quasi mean reversion in an efficient stock mar-
ket: The characterisation of economic equilibria which support Black–Scholes
option pricing. Econ. J., 103:395–405, 1993.

[25] R. Huamán-Aguilar and A. Cadenillas. Government debt control: Optimal
currency portfolio and payments. Oper. Res., 63:1044–1057, 2015.

[26] I. Karatzas and S.E. Shreve. Brownian Motion and Stochastic Calculus.
Springer-Verlag, 1988.

[27] C. Lanczos. The Variational Principles of Mechanics. Dover, 1986.

[28] D. Luenberger. Optimization by Vector Space Methods. John Wiley & Sons
Inc., 1969.

[29] R.C. Merton. Optimal consumption and portfolio rules in continuous time. J.
Econ. Theory, 3:373–413, 1971.

[30] P. Mirowski. More Heat than Light - Economics as Social Physics, Physics as
Nature’s Economics. Cambridge University Press, 1989.

[31] P. Mirowski. Machine Dreams - Economics becomes a Cyborg Science. Cam-
bridge University Press, 2002.

[32] C.W. Misner, K.S. Thorne, and J.A. Wheeler. Gravitation. Princeton Univer-
sity Press, 2017.

[33] C.W. Misner and J.A. Wheeler. Classical physics as geometry: Gravitation,
electromagnetism, unquantized charge, and mass as properties of curved
empty space. Ann. of Phys., 2:525–603, 1957.

[34] E. Nelson. Derivation of the Schrödinger equation from Newtonian mechan-
ics. Phys. Rev., 150:1079–1085, 1966.

[35] G. Nordström. Über die Möglichkeit, das Elektromagnetische Feld und das
Gravitationsfeld zu vereiningen. Phys. Zs., 15:504–506, 1914.

[36] L. Padulo and M.A. Arbib. System Theory. W.B. Saunders Company, 1974.

[37] L. Papiez. Stochastic optimal control and quantum mechanics. J. Math.
Phys., 23, 1982.

42



References

[38] H. Pesch and M. Plail. The maximum principle of optimal control: A history
of ingenious ideas and missed opportunities. Control. Cybern., 38:973–995,
2009.

[39] K.R. Popper. Quantum Theory and the Schism in Physics. Psychology Press,
1992.

[40] G.Y. Rainich. Electrodynamics in general relativity. Trans. Amer. Math. Soc.,
27, 1925.

[41] A. Rojo and A. Bloch. The Principle of Least Action - History and Physics.
Cambridge University Press, 2018.

[42] H. Rund. The Hamilton-Jacobi Theory in the Calculus of Variations. D. Van
Nostrand Company LTD, 1966.

[43] E. C. G. Stueckelberg. Helv. Phys. Acta., 14, 1941.

[44] J.L. Synge and A. Schild. Tensor Calculus. Dover, 1978.

[45] V. Terekhovich. Metaphysics of the principle of least action. Stud. Hist.
Philos. M. P., 62:189–201, 2018.

[46] V.P. Vizgin. Unifíed Field Theories in the First Third of the 20th Century.
Birkhäuser, 1994.

[47] N. Wiener. Cybernetics: Or Control and Communication in the Animal and
the Machine. The MIT Press, 1948.

[48] K. Yasue. Quantum mechanics and stochastic control theory. J. Math. Phys.,
22, 1981.

[49] J. Yong and X.Y. Zhou. Stochastic Controls - Hamiltonian Systems and HJB
Equations. Springer-Verlag, 1999.

43





lacitilop ot si taht ,wal eht ,noitca namuh fo elpicnirp latnemadnuf ehT"

ot kees nem taht si scisyhp ot si noitativarg fo wal eht tahw ymonoce

 )7981-9381( egroeG yrneH - ".noitrexe tsael eht htiw serised rieht yfitarg

oT .yteicos ni sa llew sa erutan ni tnadnuba si ycneicfife rof evirts ehT

cimonoce fo ecnesse eht si secruoser ecracs fo esu tseb ekam

elpicnirp elpmis siht taht si ,gnisirprus rehtar si tahW .snoitaredisnoc

 .dlrow larutan ruo ni osla tneserpinmo os si ycneicfife fo

elpicnirp eht fo snoitacilppa fo noitcelloc a stneserp noitatressid sihT

cilbup ni yroeht lortnoc lamitpo citsahcots dna noitca tsael fo

 .scisyhp laciteroeht dna ecnanfi lacitamehtam ,scimonoce

-o
tl

a
A

D
D

6
31

/
 1

2
0

2

 +h
hdfa

e*GM
FTSH

9

 NBSI 7-7350-46-259-879  )detnirp( 

 NBSI 4-8350-46-259-879  )fdp( 

 NSSI 4394-9971  )detnirp( 

 NSSI 2494-9971  )fdp( 

ytisrevinU otlaA

ecneicS fo loohcS

sisylanA smetsyS dna scitamehtaM fo tnemtrapeD

 fi.otlaa.www

+SSENISUB
YMONOCE

+TRA
+NGISED

ERUTCETIHCRA

+ECNEICS
YGOLONHCET

REVOSSORC

LAROTCOD
SNOITATRESSID

 n
er

g
d

ni
L 

is
s

uJ
 l

or
t

n
oc

 l
a

mi
t

p
o 

ci
ma

ny
d 

ci
ts

ah
c

ot
s 

d
na

 
n

oi
tc

a 
ts

a
el 

f
o 

el
pi

c
ni

r
p 

eh
T

 y
ti

sr
ev

i
n

U 
otl

a
A

 1202

 sisylanA smetsyS dna scitamehtaM fo tnemtrapeD

tsaelfoelpicnirpehT
citsahcotsdnanoitca

lortnoclamitpocimanyd

lacisyhpdnalaicnanfi,cimonoceotsnoitacilppA-
smetsys

nergdniLissuJ

LAROTCOD
SNOITATRESSID


	Aalto_DD_2021_136_Lindgren_verkoversio



