
hgih a ta hcraeser elbaulav sniatnoc nimlednA ohuJ fo noitatressid ehT  

-la era taht srepap eerht eht taht tcaf eht yb detacidni osla si sihT .level  

eht fo slanruoj pot demeetse ylhgih ni dehsilbup era dehsilbup ydaer  

-ilbup rof ydaer si repap htruof eht taht feileb ym osla si tI .ytinummoc  

pot ni gnieb noitatressid eht fo snoitacilbup ruof lla ni gnitluser noitac  

-nellecxe fo kram gnorts a si sihT .hcraeseR snoitarepO nihtiw slanruoj  

gninialpxe ta doog dna ,hguoroht ,nettirw ylecin lla era srepap ehT .ec  

-er eht secnavda srepap eht fo hcaE .noitubirtnoc eht dna melborp eht  

-resed ylraelc noitatressid siht ,noisulcnoc nI .aera nevig rieht ni hcraes  

-sid fo level-pot eht ot elbarapmoc feileb ym ni si tI .dehsilbup eb ot sev  

a fo yretsam eht swohs tI .ytinummoc cimedaca ruo nihtiw snoitatres  

otni thgisni peed dna seuqinhcet noitulos dna smelborp fo level daorb  

 .srepap ruof eht fo hcae ni dehcraeser gnieb smelborp eht

  

 nesraL repseJ rosseforP

-o
tl

a
A

D
D

 
2

8
/

 1
2

0
2

 +c
hbea

e*GM
FTSH

9

 NBSI 2-7140-46-259-879  )detnirp( 

 NBSI 9-8140-46-259-879  )fdp( 

 NSSI 4394-9971  )detnirp( 

 NSSI 2494-9971  )fdp( 

 

ytisrevinU otlaA  

ecneicS fo loohcS  

sisylanA smetsyS dna scitamehtaM fo tnemtrapeD  

 fi.otlaa.www

 + SSENISUB
 YMONOCE

 
 + TRA

 + NGISED
 ERUTCETIHCRA

 
 + ECNEICS

 YGOLONHCET
 

 REVOSSORC
 

 LAROTCOD
 SNOITATRESSID

 n
i

ml
ed

n
A 

o
h

uJ
g

ni
ka

m-
n

oi
si

c
ed

 
e

ga
ts

-i
tl

u
m 

d
na

 ,
n

oi
ta

c
oll

a 
ec

r
u

os
er

 ,
g

ni
t

u
or

 
el

ci
h

ev
 r

of
 s

mh
ti

r
o

gl
a 

d
na

 s
l

ed
o

M
 

 y
t

ni
at

r
ec

n
u 

r
ed

n
u

 y
ti

sr
ev

i
n

U 
otl

a
A

 1202

 sisylanA smetsyS dna scitamehtaM fo tnemtrapeD

rof smhtirogla dna sledoM  
ecruoser ,gnituor elcihev  

egats-itlum dna ,noitacolla  
rednu gnikam-noisiced  

 ytniatrecnu

 nimlednA ohuJ

500 1000 1500 2000 2500 3000 3500

1000

1500

20002000

 LAROTCOD
 SNOITATRESSID

hgih a ta hcraeser elbaulav sniatnoc nimlednA ohuJ fo noitatressid ehT  

-la era taht srepap eerht eht taht tcaf eht yb detacidni osla si sihT .level  

eht fo slanruoj pot demeetse ylhgih ni dehsilbup era dehsilbup ydaer  

-ilbup rof ydaer si repap htruof eht taht feileb ym osla si tI .ytinummoc  

pot ni gnieb noitatressid eht fo snoitacilbup ruof lla ni gnitluser noitac  

-nellecxe fo kram gnorts a si sihT .hcraeseR snoitarepO nihtiw slanruoj  

gninialpxe ta doog dna ,hguoroht ,nettirw ylecin lla era srepap ehT .ec  

-er eht secnavda srepap eht fo hcaE .noitubirtnoc eht dna melborp eht  

-resed ylraelc noitatressid siht ,noisulcnoc nI .aera nevig rieht ni hcraes  

-sid fo level-pot eht ot elbarapmoc feileb ym ni si tI .dehsilbup eb ot sev  

a fo yretsam eht swohs tI .ytinummoc cimedaca ruo nihtiw snoitatres  

otni thgisni peed dna seuqinhcet noitulos dna smelborp fo level daorb  

 .srepap ruof eht fo hcae ni dehcraeser gnieb smelborp eht

  

 nesraL repseJ rosseforP

-o
tl

a
A

D
D

 
2

8
/

 1
2

0
2

 +c
hbea

e*GM
FTSH

9

 NBSI 2-7140-46-259-879  )detnirp( 

 NBSI 9-8140-46-259-879  )fdp( 

 NSSI 4394-9971  )detnirp( 

 NSSI 2494-9971  )fdp( 

 

ytisrevinU otlaA  

ecneicS fo loohcS  

sisylanA smetsyS dna scitamehtaM fo tnemtrapeD  

 fi.otlaa.www

 + SSENISUB
 YMONOCE

 
 + TRA

 + NGISED
 ERUTCETIHCRA

 
 + ECNEICS

 YGOLONHCET
 

 REVOSSORC
 

 LAROTCOD
 SNOITATRESSID

 n
i

ml
ed

n
A 

o
h

uJ
g

ni
ka

m-
n

oi
si

c
ed

 
e

ga
ts

-i
tl

u
m 

d
na

 ,
n

oi
ta

c
oll

a 
ec

r
u

os
er

 ,
g

ni
t

u
or

 
el

ci
h

ev
 r

of
 s

mh
ti

r
o

gl
a 

d
na

 s
l

ed
o

M
 

 y
t

ni
at

r
ec

n
u 

r
ed

n
u

 y
ti

sr
ev

i
n

U 
otl

a
A

 1202

 sisylanA smetsyS dna scitamehtaM fo tnemtrapeD

rof smhtirogla dna sledoM  
ecruoser ,gnituor elcihev  

egats-itlum dna ,noitacolla  
rednu gnikam-noisiced  

 ytniatrecnu

 nimlednA ohuJ

500 1000 1500 2000 2500 3000 3500

1000

1500

20002000

 LAROTCOD
 SNOITATRESSID



 seires noitacilbup ytisrevinU otlaA
SNOITATRESSID LAROTCOD  28 /  1202

elcihev rof smhtirogla dna sledoM  
-itlum dna ,noitacolla ecruoser ,gnituor

rednu gnikam-noisiced egats  
 ytniatrecnu

 nimlednA ohuJ

fo rotcoD fo eerged eht rof detelpmoc noitatressid larotcod A  
eht fo noissimrep eht htiw ,dednefed eb ot )ygolonhceT( ecneicS  

ta dleh noitanimaxe cilbup a ta ,ecneicS fo loohcS ytisrevinU otlaA  
 .01 ta 1202 yluJ 32 no loohcs eht fo 403H llah erutcel eht

 
.ygolonhcet etomer aiv dezinagro osla eb lliw esnefed cilbup ehT  

:ediug kciuq mooZ .08831795036/j/su.mooz.otlaa//:sptth :kniL  
 .ediug-kciuq-mooz/secivres/ne/if.otlaa.www//:sptth

 ytisrevinU otlaA
 ecneicS fo loohcS

 sisylanA smetsyS dna scitamehtaM fo tnemtrapeD



Printed matter
4041-0619

N
O

R
DIC

 SWAN ECOLAB
E

L

Printed matter
1234 5678

 rosseforp gnisivrepuS
 dnalniF ,ytisrevinU otlaA ,olaS ithA rosseforP

 
 srosivda sisehT

 ynamreG ,ytisrevinU nehcaA HTWR ,inilotraB ocirnE .rD
 dnalniF ,ytisrevinU otlaA ,arievilO oicirbaF rosseforP etaicossA

 dnalniF ,ytisrevinU otlaA ,öiseiL osuuJ rosseforP etaicossA
 dnalniF ,ytisrevinU otlaA ,olaS ithA rosseforP

 
 srenimaxe yranimilerP

 kramneD ,)UTD( kramneD fo ytisrevinU lacinhceT ,nesraL repseJ rosseforP
 ASU ,nosidaM-nisnocsiW fo ytisrevinU ,htoredniL .T yerffeJ rosseforP

 
 tnenoppO

 ylatI ,aicserB fo ytisrevinU ,aznarepS aizarG .M rosseforP

 seires noitacilbup ytisrevinU otlaA
SNOITATRESSID LAROTCOD  28 /  1202

 
 © 1202   nimlednA ohuJ

 
 NBSI 2-7140-46-259-879  )detnirp( 
 NBSI 9-8140-46-259-879  )fdp( 
 NSSI 4394-9971  )detnirp( 
 NSSI 2494-9971  )fdp( 

:NBSI:NRU/if.nru//:ptth  9-8140-46-259-879
 

 yO aifarginU
 iknisleH  1202

 
 dnalniF

 



 tcartsbA
  otlaA 67000-IF ,00011 xoB .O.P ,ytisrevinU otlaA  if.otlaa.www

 rohtuA
 nimlednA ohuJ

 noitatressid larotcod eht fo emaN
gnikam-noisiced egats-itlum dna ,noitacolla ecruoser ,gnituor elcihev rof smhtirogla dna sledoM  

 ytniatrecnu rednu

 rehsilbuP  ecneicS fo loohcS

 tinU  sisylanA smetsyS dna scitamehtaM fo tnemtrapeD

 seireS seires noitacilbup ytisrevinU otlaA  SNOITATRESSID LAROTCOD  28 /  1202

 hcraeser fo dleiF  hcraeseR snoitarepO dna smetsyS

 dettimbus tpircsunaM  1202 enuJ 32  ecnefed eht fo etaD  1202 yluJ 32

 )etad( detnarg ecnefed cilbup rof noissimreP  1202 enuJ 22  egaugnaL  hsilgnE

 hpargonoM  noitatressid elcitrA  noitatressid yassE

 tcartsbA
eht tiolpxe taht seuqinhcet cimhtirogla dna snoitalumrof gnorts ,smelborp noitazimitpo tlucfifid nI  
hguohtlA .sdohtem noitulos tneicfife gningised ni elbaulavni netfo era erutcurts melborp  
hguone ton netfo era sloot eseht ,semit noitulos decuder evah srevlos cireneg dna srossecorporcim  
sah ecitcarp dradnats eht ,segnellahc eseht emocrevo oT .ezis citsilaer fo smelborp drah evlos ot  
secudortni retpahc yrammus sihT .smhtirogla cfiiceps-melborp ,deroliat poleved ot neeb yllacipyt  
hcihw fo hcae ,smelborp noitazimitpo tnereffid eerht rof smhtirogla dna snoitalumrof tneicfife  

 .krowemarf eno rednu sehcaorppa suoiverp sefiinu ro snoisnetxe erutuf rof sisab a sa sevres rehtie
no yler smhtirogla htoB .melborp gnituor elcihev neerg eht rof depoleved era smhtirogla owt ,tsriF  
shtap leufer detanimod-non otni sedon gnileufer smrofsnart taht noitalumrofer hpargitlum levon a  
htiw snoisiced gnileufer dna gnituor gninibmoc swolla noitamrofsnart sihT .sremotsuc neewteb  
sdohtem noitulos wen gnipoleved rof skcolb gnidliub sa evres smhtirogla htoB .daehrevo elbigilgen  
depoleved eht dna hpargitlum eht fo ssenevitceffe ehT .melborp eht fo snoitazilareneg rof  

 .noitaulave lanoitatupmoc hguorht detartsnomed era smhtirogla
gnikam-noisiced fo oiloftrop a ot secruoser fo noitacolla dezilartnec rof krowemarf wen a ,dnoceS  
dna secnereferp etelpmocni htiw sevitcejbo elpitlum eldnah nac krowemarf sihT .depoleved si stinu  
ot sdnopserroc oiloftrop hcaE .secnereferp eseht gniyfsitas soiloftrop detanimod-non lla etupmoc  
sezimixam taht stinu gnikam-noisiced eht gnoma secruoser fo noitacolla lamitpo-oteraP a  
elgnis etupmoc taht sledom suoiverp lareves sefiinu krowemarf ehT .ycneicfife level-oiloftrop  
fo sdnik ynam dna seitilitu raenil-non gnivlovni ylbissop ,reitnorf tneicfife eht morf snoitulos  

ni serocs ycneicfife lanoitnevnoc no gniyler taht setartsnomed osla tI .stes ytilibissop noitcudorp  
 .level oiloftrop eht ta seicneicfifeni ot dael yam snoisiced noitacolla ecruoser gnidiug

 levon a ,drihT gnimmargorP noisiceD gniyfinu sdrawot setubirtnoc taht depoleved si hcaorppa  
nommoc owt sexaler dna krowemarf elgnis a nihtiw sisylana noisiced dna gnimmargorp citsahcots  
nehw nwonk era snoisiced roirp lla erehw llacer tcefrep )i( :sisylana noisiced ni snoitpmussa  
.selbairav noisiced rof redro laropmet latot a semussa taht ytiraluger )ii( dna noisiced a gnikam  
eldnah nac taht noitalumrof gnimmargorp raenil regetni-dexim a no seiler gnimmargorP noisiceD  
gnivlovni smelborp ezimitpo osla nac dna seitniatrecnu suonegoxe dna suonegodne htob  
noisiceD ehT .rehto hcae htiw etacinummoc ot elbanu stnega yb snoisiced suoenatlumis  
,stniartsnoc ecnahc dna citsinimreted etaroprocni ot dednetxe eb nac krowemarf gnimmargorP  
eulav elpitlum fo ecneserp ni snoitulos detanimod-non lla etupmoc ot dessenrah eb nac ti dna  
htob morf smelborp evlos nac taht sehcaorppa sdrawot setubirtnoc ti ,yltnatropmi tsoM .snoitcnuf  
eseht neewteb noitaroballoc etatilicaf suht yam dna ,gnimmargorp citsahcots dna sisylana noisiced  

 .erutuf eht ni senilpicsid-bus owt

 sdrowyeK  ytniatrecnu rednu gnikam-noisiced ,noitacolla ecruoser ,gnituor elcihev ,noitazimitpo

 )detnirp( NBSI  2-7140-46-259-879  )fdp( NBSI  9-8140-46-259-879

 )detnirp( NSSI  4394-9971  )fdp( NSSI  2494-9971

 rehsilbup fo noitacoL  iknisleH  gnitnirp fo noitacoL  iknisleH  raeY  1202

 segaP  251  nru :NBSI:NRU/fi.nru//:ptth  9-8140-46-259-879





 ämletsiviiT
  otlaA 67000 ,00011 LP ,otsipoily-otlaA  if.otlaa.www

 äjikeT
 nimlednA ohuJ

 imin najriksötiäV
neesioskajinom äkes ,niitniokolla neissruser ,neeskytitier novuenoja ajemtirogla aj ajellaM  

 alla neduumraväpe nooketneskötääp

 ajisiakluJ  uluokaekrok nedieteitsureP

 ökkiskY  sotial nisyylanaimeetsys aj nakiitametaM

 ajraS seires noitacilbup ytisrevinU otlaA  SNOITATRESSID LAROTCOD  28 /  1202

 alasumiktuT  sumiktutoitaarepo aj -imeetsyS

 mvp neskutiojrikisäK  1202.60.32  äviäpsötiäV  1202.70.32

 äviäpsimätnöym navulylettiäV  1202.60.22  ileiK  itnalgnE

 aifargonoM  ajriksötiävilekkitrA  ajriksötiäveessE

 ämletsiviiT
tävätnydöyh attennekar namlegno aj toitaalumrof tavhav asseattoktar aimlegnoitniomitpo atiekiaV  
tavo tamlejhousiaktar tesiely aj tirossesorporkim akkiaV .äisieksek niesu tavo takiinketusiaktar  
ajosi naamesiaktar näänisky ytsyp niesu tävie en ,älläsis naja neyhyl itsavattamouh teenutuepon  
neimtirogla netsiathokamlegno tullo no otheothiav aonia itsesillipyyT .aimlegno namliaamilaaer  
atiakkohet äättise ämletsiviit najriksötiäv ämäT .neeskire ellamlegno ellesiakoj nenimättihek  
ellisuu anajhop tavimiot okoj aktoj ,ellamlegnoitniomitpo ellemlok äimletenemusiaktar aj ajellam  

 .iskeskyheketiiv iskammosi äimletenem ire atiesu tävätsidhy iat ,elliskunnejaal
timtirogla tammeloM .ellamlegnosytitier novuenoja elläerhiv aimtirogla iskak yttetihek no iskisnE  
-ie tumlos tavaavuk aimesasuakknat aattuum äkim ,atoitaalumrofer-fiaarginom attuu tävätnydöyh
ätte -sytitier äkes aatsillodham sonnuum ämäT .älliläv nediakkaisa iskiulopaigrene iskudionimod  
tammeloM .aattiah atsillanneksal äävättikrem namli itsesiakianamas nesimeket netsötääpsuakknat  

namlegno neesimättihek neimletenemusiaktar neisuu aniokilapsunnekar söym tavimiot timtirogla  
-kohet teenutuattioso tavo timtirogla tammelom äkes oitaalumrofer-fiaarginoM .elliskunnejaal  

 .alluva neitset netsillanneksal iskiak
-oketneskötääp elloiloftrop neesimakaj neissruser nyyttetiksek syheketiiv yttetihek no iskesioT  
nooimouh allamatto atioitknufsötääp atiesu näämelettisäk yytsyp syheketiiv ämäT .ätiökisky  
tesiesyk tavattuetot äktim ,toiloftrop tudionimod-ie ikkiak naameksal aj tissnereferp takratäpe  
aokaj neissruser atsilaamitpo-oteraP aatsav oiloftrop utionimod-ie neniakoJ .tissnereferp  
syheketiiv yttetiheK .neduukkohet noiloftrop iomiskam äkim ,neksek nediökiskyoketneskötääp  
,atlamatnir atlaakkohet ajusiaktar äisiättisky tavattout neeskesti aktoj ,ajellam ire atiesu äätsidhy  
-suusillodhamotnatout aisial nenom äkes ,atioitknufytöyh aisiraaeniläpe neätläsis itsesillodham  
atajho itsavattetoul adiov ie alliuvulsuukkohet ällisietnirep ätte ,aattioso söym syheketiiV .ajokkuoj  

 .attuukkohet nosatoiloftrop assediomiskam äiskötääpitniokolla neissruser
 yttetihek no iskennamloK gnimmargorP noisiceD -niomitpo nesitsakots äätside äkim ,ämletenem  

-sötääp ätsiely iskak ioskaler äkes ,neeskyheketiiv naamas ätsimätsidhy nisyylanasötääp aj nin  
aisuu näätedeit teskötääp tammesiakia ässim ,itsium nenilledyät )i( :atsutelo äävyttiil niisyylana  
-sejräj atsiraaenil tavattaduon teskötääp ässim ,)ytiraluger .lgne( syysillönnääs )ii( äkes ,ässedhet  
näämelettisäk yytsyp äkim ,aillamitniomitpo atsiraaenil atsiukulakes äätnydöyh ämleteneM .ätsyt  
,ajettnega okkuoj ässim aimlegno naamesiaktar aj ,aiskuumraväpe aisineegoske ätte ,-odne äkes  
-iov ämleteneM .äiskötääp itsesiakianamas täveket ,nääneksek naamiokinummok ytsyp tävie aktoj  
-imod-ie ikkiak naameksal äkes ,atiettiojarsiannutas aj -äisitsinimreted naamioimouh äätsiely naad  
ätte ,ellis äiskytyllede aatna es ,ätniekrät äkiM .elloitknufetiovat ellaesu tusiaktar tudion  

 .asseduusiavelut ätöytsiethy ädhet taviov tajitnutnaisa ninniomitpo nesitsakots aj nisyylanasötääp

 tanasniavA  oketneskötääp nenioskajinom ,itniokolla neissruser ,sytitier novuenoja ,itniomitpo

 )utteniap( NBSI  2-7140-46-259-879  )fdp( NBSI  9-8140-46-259-879

 )utteniap( NSSI  4394-9971  )fdp( NSSI  2494-9971

 akkiapusiakluJ  iknisleH  akkiaponiaP  iknisleH  isouV  1202

 äräämuviS  251  nru :NBSI:NRU/fi.nru//:ptth  9-8140-46-259-879





Preface

First of all I would like to express my gratitude to my supervisor Ahti Salo
for all his support and encouragement to finally finish this dissertation. I
also wish to thank my advisor Juuso Liesiö who hired me after finishing
my B.Sc. degree to work on an interesting problem that several years later
finally turned into an article. I wish to thank my advisor Fabricio Oliveira
for our collaboration thus far and providing the means to keep researching
new interesting topics. I also want to thank all my colleagues for making
the working environment more enjoyable.

I would like to specifically thank my first supervisor and advisor Enrico
Bartolini with whom I have worked the most since I started as a research
assistant in Aalto. I learned more during the years I worked with Enrico
that any other time period. I would also like to extend my thanks to Erik
Neuvonen for his invaluable support.

Last but not least, I am indebted to my parents Anne and Pertti and
my sisters Hilla and Johanna who have been extremely supportive and
understanding by allowing me focus on research over these years.

Espoo, June 23, 2021,

Juho Andelmin

1





Contents

Preface 1

Contents 3

List of Publications 5

Author’s Contribution 7

List of Figures 9

List of Tables 11

Abbreviations 13

Symbols 15

1. Introduction 17
1.1 Methodological Background . . . . . . . . . . . . . . . . . . . 17
1.2 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . 23
1.3 Problem Classification . . . . . . . . . . . . . . . . . . . . . . . 23
1.4 Organization of this Summary Chapter . . . . . . . . . . . . 24

2. Theoretical Background 25
2.1 Vehicle Routing Problems for Alternative Fuel Vehicles . . 25
2.2 Efficient Centralized Resource Allocation . . . . . . . . . . . 29
2.3 Discrete Multi-Stage Stochastic Optimization . . . . . . . . 32

3. Research Contributions 37

4. Discussion 41

References 45

Publications 51

3





List of Publications

This thesis consists of an overview and of the following publications which
are referred to in the text by their Roman numerals.

I Juho Andelmin and Enrico Bartolini. An exact algorithm for the
green vehicle routing problem. Transportation Science, July 2017.

II Juho Andelmin and Enrico Bartolini. A multi-start local search
heuristic for the green vehicle routing problem based on a multi-
graph reformulation. Computers & Operations Research, September
2019.

III Juuso Liesiö, Juho Andelmin, and Ahti Salo. Efficient allocation of
resources to a portfolio of decision making units. European Journal
of Operational Research, October 2020.

IV Ahti Salo, Juho Andelmin, and Fabricio Oliveira. Decision Program-
ming for mixed-integer multi-stage optimization under uncertainty.
Submitted Manuscript, August 2020.

5





Author’s Contribution

Publication I: “An exact algorithm for the green vehicle routing
problem”

Andelmin and Bartolini are both primary authors. Bartolini proposed
the initial core idea of the algorithm. Andelmin and Bartolini refined the
algorithm subsequently, and they both worked on different parts of the
implementation simultaneously using a common repository. Andelmin and
Bartolini wrote the paper as a joint effort

Publication II: “A multi-start local search heuristic for the green
vehicle routing problem based on a multigraph reformulation”

Andelmin is the primary author. He designed and implemented the
matheuristic algorithm and performed computational tests. Bartolini
provided suggestions on how to improve the algorithm and the exposition
of the paper. Andelmin and Bartolini wrote the paper cooperatively.

Publication III: “Efficient allocation of resources to a portfolio of
decision making units”

Liesiö is the primary author and proposed the core idea of the paper.
Andelmin wrote the first version of the manuscript with Liesiö. Andelmin
designed, implemented, and reported all computational tests. Andelmin
wrote first versions of the proofs of all Theorems and Corollaries and helped
write the paper with Liesiö and Salo.

Publication IV: “Decision Programming for mixed-integer
multi-stage optimization under uncertainty”

Salo is the primary author and proposed the core idea. Andelmin proposed
the main formulation plus valid cutting planes based on Oliveira’s and
Salo’s initial models. Andelmin implemented all computational tests and
reported the results. Andelmin wrote the first version of the proof of
Theorem 1 and formulated the final CVaR model based on ideas from Salo
and Oliveira. Andelmin helped write the paper with Salo and Oliveira.

7





List of Figures

1.1 Left: an example of exogenous uncertainty P(Ω). Right:
an example of decision-dependent endogenous uncertainty
where P(Ω) is dependent on x. . . . . . . . . . . . . . . . . . . 23

2.1 An example ID (Lauritzen & Nilsson, 2001). Circles repre-
sent chance nodes, squares represent decision nodes, and
diamonds represent value nodes. . . . . . . . . . . . . . . . . 35

2.2 LIMID with simultaneous decisions A1 and A2 correspond-
ing to two agents unable to communicate, yet striving to
maximize the common utility U. . . . . . . . . . . . . . . . . . 36

9





List of Tables

1.1 Classification of problems and optimization techniques used
in Papers [I] – [IV]. Alternative fuels include, for example,
bio-diesel, electricity, and hydrogen. . . . . . . . . . . . . . . 24

1.2 Characteristics of problems in Papers [I] – [IV] . . . . . . . 24

3.1 Contributions of Papers [I] – [IV]. . . . . . . . . . . . . . . . . 39

11





Abbreviations

AFV Alternative Fuel Vehicle

CVaR Conditional Value-at-Risk

CO Combinatorial Optimization

DM Decision Maker

DMU Decision Making Unit

ID Influence Diagram

LIMID Limited Memory Influence Diagram

LP Linear Programming

ML Machine Learning

MOP Multi-Objective Programming

MILP Mixed-Integer Linear Programming

MOLP Multi-Objective Linear Programming

MSLS Multi-Start Local Search

NP Nondeterministic Polynomial Time

SP Stochastic Programming

SPP Set Partitioning Problem

VRP Vehicle Routing Problem

G-VRP Green Vehicle Routing Problem

ECVRP Electric Capacitated Vehicle Routing Problem

E-RCSPP Elementary Resource Constrained Shortest
Path Problem

E-VRPTW Electric Vehicle Routing Problem with
Time Windows

E-VRPTW-PR Electric Vehicle Routing Problem with Time
Windows and Partial Recharges

13





Symbols

x Decision variable vector x ∈Rn.

f (x) Objective function f :Rn →R.

g(x) Constraint functions g :Rn →Rm

N Index set of customers i ∈ N.

R Index set of all feasible vehicle routes r ∈R.

cr Cost of a feasible vehicle route r ∈R.

xr Variable xr = 1 if route r is in solution, xr = 0 otherwise.

air Scalar air = 1 if customer i is in route r, air = 0 otherwise.

Ω Index set of scenarios ω ∈Ω.

y(ω) Second stage recourse variables y(ω) for all ω ∈Ω.

P(Ω) Probability distribution of scenarios ω ∈Ω.

α Tail probability in CVaR computations α ∈ (0,1).

15





1. Introduction

1.1 Methodological Background

Mathematical optimization is concerned with finding the best solution
from a set of alternative solutions subject to stated evaluation criteria. Op-
timization problems arise naturally in all quantitative fields of study from
computer science and engineering to operations research and economics.
Building blocks of an optimization problem are decision variables that take
values within specified domains, constraint functions that form a feasible
region which further restricts the decision variable domains, and one or
more objective functions that are optimized by finding optimal solutions
within the feasible region that either minimize or maximize the objective
function values. Some optimization problems may also have uncertain
stochastic elements either in the problem data or embedded in the problem
structure as endogenous or exogenous uncertainties (Hellemo et al., 2018).

As an example of a single-objective problem, let x ∈ Rn be the vector of
decision variables, f : Rn → R the objective function, and g : Rn → Rm the
constraint functions (in vector form) of an optimization problem. This
optimization problem can be formulated in general form as

maximize f (x) (1.1)

subject to g(x)≤ 0, (1.2)

x ∈Rn. (1.3)

The goal is to maximize the objective function (1.1) such that its value
becomes as large as possible with respect to the decision variable values
(1.3). The constraint functions (1.2) impose limitations to the decision
variables by restricting their domains to be inside the feasible region. The
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constraints (1.2) thus play a key role in determining the best course of
action when searching for the optimal solution that gives the optimal (max-
imum) objective function value. Problems that have continuous variables,
linear objective function, and linear constraint functions are called linear
programming (LP) problems.

A maximization problem can always be transformed into an equivalent
minimization problem (and vice versa) by multiplying the objective func-
tion by −1. The domain of some (or all) decision variables can also be
restricted to take integer values x ∈ Zn. Problems that are linear and
have both integer and continuous variables are called mixed-integer linear
programming (MILP) problems. Some problems have decision variables
x ∈ {0,1}n that take only binary values and typically involve finding the opti-
mal element (or a subset of elements) from a discrete set of elements. Such
problems are typically called combinatorial optimization problems (COPs).
An important example COP is the set partitioning problem (SPP) in which
a large set of elements is to be optimally divided into element-disjoint
subsets such that every element is part of an exactly one subset. COPs can
be solved using dynamic programming (Bellman, 1952) or formulated as
MILPs and solved with any MILP solver.

A prominent example of a SPP which can be formulated as a MILP is
the vehicle routing problem (VRP) in which a set of customers is to be
served by a number of vehicles located at a depot. The objective is to design
least-cost vehicle routes, each starting from and ending at the depot, such
that every customer is served exactly once. In this case, the set of elements
corresponds to the set of customers and the subsets correspond to different
vehicle customer subsets that can be served by any vehicle. The objective
is to find the least-cost partitioning of customers into subsets such that (i)
each customer is in exactly one subset and (ii) the customers in each subset
are served by a vehicle that visits them in such an order that minimizes
the traveled distance (Balinski & Quandt, 1964). VRP generalizes the
traveling salesman problem which is similar but has only one vehicle.
Because the TSP is NP-hard, so is the VRP (Papadimitriou, 2003).

To illustrate the use of the SPP formulation, let N = {1, . . . ,n} be the
set of n customers and R the set of all vehicle routes associated with
all possible customer subsets visited in any given order. Define binary
variables xr ∈ {0,1}, for all r ∈R, so that xr = 1 if the vehicle route r is part of
the solution and xr = 0 otherwise. Let cr be the route costs and air scalars
so that air = 1 if customer i is part of the route r and air = 0 otherwise for
all r ∈R and i ∈ N. Using this notation, the VRP can be formulated as the
SPP
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minimize
∑︂

r∈R

crxr (1.4)

subject to
∑︂

r∈R

airxr = 1, ∀ i ∈ N (1.5)

xr ∈ {0,1}, ∀ r ∈R (1.6)

The SPP formulation (1.4) – (1.6) has an exponential number of variables
xr ∈R. Thus, solving it directly is impractical except for very small prob-
lems with a few customers. However, using advanced techniques such as
column generation, cutting planes, and dynamic programming to generate
feasible vehicle routes, VRPs with up to 200 customers can be solved to
optimality in reasonable times (see, e.g., Pessoa et al., 2020).

Hard optimization problems are typically solved by developing problem-
specific algorithms. However, when such problems become large enough,
exact methods may not be able to compute even good approximate solutions
in a reasonable time. In such cases, it may be necessary to develop heuris-
tic solution methods instead, with the goal of producing “good enough”
solutions without spending excessive amounts of time or computational
resources. A major drawback of relying only on heuristic methods is that
their unknown solution quality can be far from optimal. To alleviate this
trade-off between solution quality and computation time, exact methods
can often be transformed into heuristic ones by relaxing or modifying
some components of the exact method so that instead of working towards
global optimality, the focus is shifted into finding decent solutions with less
computational effort. Such relaxed exact optimization methods can then
not only compute feasible solutions, but also provide approximations of
solution quality through optimality gaps which give upper bounds on how
far the returned solutions are from an optimal solution. Specifically, the op-
timality gap corresponds to the percentage distance between the objective
value of the solution and the best dual bound found by the algorithm.

A large class of heuristics uses combinations of rules and operators that
produce feasible solutions fast, although without any optimality estimates.
These methods are typically assessed by comparing their performance
to exact methods on smaller problem instances that can be solved to
optimality, and hoping that similar performance is achieved also with
larger problems. Unfortunately, this is rarely the case. In fact, the opposite
is typically true. There are some simple ways to increase the probability of
finding better solutions through randomization. Multi-start local search
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(MSLS) (see, e.g., Martí et al., 2013) is one such method that generates
several different initial solutions by randomization, performs local search
on each generated solution, and finally selects the best one. The MSLS can
also handle problems with decomposable structures such as VRPs. First,
all vehicle routes of each generated solution are stored into a route pool.
Then, a new solution is computed by finding the best combination of routes
in the route pool by modeling and solving the problem as a SPP (1.4) –
(1.6) where R corresponds to the set of routes in the pool. These kinds
of heuristics that utilize mathematical optimization are typically called
matheuristics. Some authors further argue that the use of mathematical
optimization as part of the heuristic method alone is not enough: to be
classified as a matheuristic, the method should also provide an optimality
gap or a thorough comparison with other methods (Voss et al., 2009).

Optimization problems can also have multiple objective functions
f :Rn →Rs in which case the problem typically has several non-dominated
solutions instead of a single optimal one. A solution x ∈ Rn dominates
another solution x′ ∈ Rn if both x and x′ are feasible and f i(x) ≥ f i(x′), for
all i = 1, . . . , s, and f i(x) > f i(x) for at least one i = 1, . . . , s, assuming that
each objective function f i(x) for all i = 1, . . . , s is transformed into a maxi-
mization form. Non-dominated solutions are those that are not dominated
by any other solution. All non-dominated solutions form the solution set
to the problem. One possibility to choose a single solution from the non-
dominated set is to use a utility function U :Rs →R that takes the objective
function values of a non-dominated solution to compute its utility. The
maximum-utility solution is then considered optimal.

Using the above notation, a general multi-objective optimization problem
with objective functions f :Rn →Rs can be written as

v-maximize f (x) (1.7)

subject to g(x)≤ 0, (1.8)

x ∈Rn. (1.9)

The only differences between the single-objective optimization problem
(1.1) – (1.3) and the multi-objective one (1.7) – (1.9) are the ’v-maximize’
notation which stands for vector maximization, and the number of objective
functions which in this case is s instead of one. When the objectives (1.7)
and constraint functions (1.8) of the problem are linear, it becomes a multi-
objective LP (MOLP) problem (Ehrgott, 2005; Löhne, 2011),

In order to model real-life decisions more accurately, the corresponding
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problem formulations often involve multiple decision stages and stochastic
elements. Indeed, uncertainty plays a significant role in many real-life deci-
sion problems that are difficult to model without problem-specific stochastic
components. For example, the problem data at each stage may be defined
over a discrete number of possible scenarios whose probabilities follow a
specific probability distribution. Moreover, the probability distributions
at different stages may be influenced endogenously by decisions made in
the previous stages of the problem. The probability distributions may also
change based on the timing of certain decisions, adding yet another layer
of complexity. The former type of decision-dependent uncertainty has re-
cently been categorized as Type-1 endogenous uncertainty, while the latter
in which uncertainty is related to the timing of decisions is categorized as
Type-2 endogenous uncertainty (Hellemo et al., 2018).

Multi-stage decision problems under uncertainty are typically modeled
as stochastic programming (SP) problems (Ruszczyński & Shapiro, 2003;
Birge & Louveaux, 2011). In conventional SP models, the uncertainty is
typically assumed to be exogenous, meaning that probability distributions
of uncertain realizations cannot be influenced by prior decisions. While
this is reasonable in many contexts, such as one cannot influence the prob-
ability that it will rain the next day, there are many problems in which
decisions have significant influence on the probability values of uncertain
future events. For example, the probability of fully recovering from a
bacterial infection in one week increases if the person makes the decision
of taking antibiotics. Over the last decade, the number of studies involving
endogenous uncertainties has been steadily increasing; however, the focus
has been mostly on the Type-2 endogenous uncertainty related to timing
of decisions (Goel & Grossmann, 2006; Solak et al., 2010; Gupta & Gross-
mann, 2014). SP problems with Type-1 decision-dependent endogenous
uncertainty are much less studied (see, e.g., Hellemo et al., 2018).

To illustrate how simple stochastic elements can affect deterministic
problems, consider an extension of the single-objective optimization prob-
lem (1.1) – (1.3) to a two-phase stochastic problem involving uncertain
elements. Let Ω= {ω1, . . . ,ω|Ω|} be a discrete set of random outcomes where
each ω ∈Ω corresponds to a scenario with corresponding scenario probabili-
ties p(ω) ∈ P(Ω), for all ω ∈Ω, for the |Ω| different scenarios that can occur
after optimizing the first-stage variable x. Moreover, let y(ω) denote the
second-stage variables that represent corrective recourse actions for each
scenario ω ∈Ω. For example, the first-stage decision x could represent how
many medical tests are needed to track the spread of COVID-19, and after
observing the outcome of the realized scenario ω ∈Ω, which could represent
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the fraction of people who were tested positive during a testing period, the
recourse variables y(ω) could then either increase or decrease the testing
capacity depending on the scenario ω.

The scenario-dependent problem data is typically denoted as q(ω), T(ω),

h(ω), along with a matrix W, that all have appropriate dimensions. Also,
in this case, both the first-stage and second-stage variables x and y(ω), for
all ω ∈Ω, must take integer values, because each variable corresponds to
a number of tests which cannot be fractional. Using this notation, the
two-stage SP problem can be formulated as

maximize f (x)+
∑︂

ω∈Ω
p(ω)q(ω) y(ω) (1.10)

subject to g(x)≤ 0, (1.11)

h(ω)= T(ω)x+W y(ω), ∀ω ∈Ω (1.12)

y(ω) ∈Z, ∀ω ∈Ω (1.13)

x ∈Z+ (1.14)

The optimal solution to (1.10) – (1.14) determines the first-stage decision
x ∈ Z+ such that f (x) plus the expected utility resulting from changes in
testing capacity would be maximized over all the scenarios. While this
simple example has only two stages, in general even two-stage SP problems
pose major computational challenges, because their complexity increases
rapidly when scenarios are produced by several parameters with different
values in real-world applications (see, e.g., Boland et al., 2018).

Probabilities in the SP problem (1.10) – (1.14) are exogenous, as the
probability distribution P(Ω)= {p(ω) |ω ∈Ω} remains the same regardless
of the first-stage variable value x ∈ Z+. However, it is possible to induce
a decision-dependent endogenous probability structure by making the
probability distribution P(Ω) dependent on the first-stage variable x. One
such approach would be to first restrict the domain of x such that it can
take k different values x1, . . . , xk. Then, instead of having just one proba-
bility distribution P(Ω), the problem would have k different probability
distributions P1(Ω), . . . ,Pk(Ω), one for each possible value of x1, . . . xk.

Figure 1.1 shows these two types of uncertainties in an influence diagram
with three types of nodes. Squares represent decisions, circles represent
probability distributions, and diamonds represent objective function values.
Arcs between the nodes represent conditional and functional dependencies
(Lauritzen & Nilsson, 2001). The left diagram is an example of exogenous
uncertainty, while the right diagram exemplifies endogenous uncertainty
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where P(Ω) is conditionally dependent on x.

x y

P(Ω)

u

x y

P(Ω)

u

Figure 1.1. Left: an example of exogenous uncertainty P(Ω). Right: an example of decision-

dependent endogenous uncertainty where P(Ω) is dependent on x.

1.2 Research Objectives

This introductory summary chapter presents the main contributions of
Papers [I] – [IV]. The goal of the first chapter is to present a methodologi-
cal overview of basic mathematical optimization concepts related to the
problems in Papers [I] – [IV]. This prepares ground for the theoretical
discussion about each individual problem and helps identify what is miss-
ing from the current literature that motivates the corresponding paper.
Specifically, the objective is to:

1. Present methodological and theoretical overviews with a focus on the
application areas addressed in the Papers [I] – [IV].

2. Present and discuss the most important contributions of these papers
with respect to the current body of research.

3. Identify important research questions and potential gaps in the earlier
literature.

1.3 Problem Classification

Section 1.1 describes the basic building blocks of the problems studied
in Papers [I] – [IV]. Table 1.1 provides a classification of these problems
and the optimization techniques (detailed in Section 1.1) that are used in
the corresponding papers. In addition, Table 1.2 provides a more detailed
account of the types of problems studied in each paper.
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Papers [I] – [IV] develop new algorithmic ideas and formulations for
important problems in green logistics, centralized resource allocation,
and discrete multi-stage stochastic optimization problems. While these
problems could be classified into different areas of operations research, the
Papers [I] – [IV] showcase a number of general modeling techniques that
can be utilized across a wider variety of optimization problems.

Table 1.1. Classification of problems and optimization techniques used in Papers [I] – [IV].

Alternative fuels include, for example, bio-diesel, electricity, and hydrogen.

Problem class Optimization techniques

Paper [I] Alternative fuel vehicle routing Mixed-integer linear programming
Combinatorial optimization
Dynamic programming
Linear programming

Paper [II] Alternative fuel vehicle routing Mixed-integer linear programming
Combinatorial optimization

Paper [III] Centralized resource allocation Multi-objective linear programming
Linear programming

Paper [IV] Multi-stage stochastic optimization Mixed-integer linear programming
Multi-objective programming
Linear programming

Table 1.2. Characteristics of problems in Papers [I] – [IV]

Objectives Variables Solution methods

Single Multiple Continuous Discrete Exact Heuristic Stochastic

Paper [I] X X X X

Paper [II] X X X

Paper [III] X X X X

Paper [IV] X X X X X X

1.4 Organization of this Summary Chapter

The rest of this summary chapter is organized as follows. Chapter 2 gives
a brief theoretical background on the studied problems and discusses how
the current theory can benefit from new ideas. Chapter 3 presents these
ideas and summarizes research contributions of the papers. Chapter 4
provides concluding remarks on the problems studied in Papers [I] – [IV]
and ideas for future research.
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2. Theoretical Background

2.1 Vehicle Routing Problems for Alternative Fuel Vehicles

Vehicle routing problems (VRPs) constitute a large class of combinato-
rial optimization (CO) problems that involve designing least-cost delivery
routes for a fleet of vehicles to serve a set of customers. Several VRP vari-
ants have been studied extensively in the past 60 years (Laporte, 2009).
However, most VRP formulations that have been introduced are best suited
for gasoline- and diesel-powered vehicles with long driving ranges, rela-
tively short refueling times, and widespread refueling infrastructures.

Issues concerning fuel consumption, refueling delays, and their interplay
with different operational constraints that describe real-life applications
have been mostly overlooked. Specifically, the majority of VRP variants do
not consider possibilities to refuel when designing optimal routing plans.
This makes it difficult to apply conventional VRP formulations to routing
problems involving alternative fuel vehicles (AFVs) with limited fueling
infrastructures and shorter driving ranges. Without appropriate systems
to design routing plans that involve refueling stops, users may experience
range anxiety – the fear of running out of fuel en route – and become
reluctant to travel longer distances (Franke et al., 2012). Range anxiety
is regarded as one of the main barriers to large-scale adoption of electric
vehicles (Eberle & Von Helmolt, 2010; Philip & Wiederer, 2010).

New vehicle routing models are therefore needed in navigation support
and route planning to (i) mitigate range anxiety for private users and (ii)
ensure a reliable and adequate level of service for organizations planning
to adopt AFVs. To tackle these issues, Erdoğan & Miller-Hooks (2012)
introduce the green VRP (G-VRP) that provides a modeling framework
involving refueling stations and constraints that monitor vehicles’ fuel
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consumption. The G-VRP has become the standard model for AFV routing
which can be augmented with additional constraints such as time windows
and customer demands (see, e.g., Schneider et al., 2014). The G-VRP itself
is inspired by Bard et al. (1998) who introduces intermediate facilities
where vehicles can restock supplies without returning to the depot.

As the G-VRP can be considered the core model that captures the com-
binatorial essence of AFV routing problems – specifically its extensions
that include additional constrains – it is crucial to develop and analyze
exact algorithms for the G-VRP in order to understand the complexities
of this class of problems. Exact algorithms for the G-VRP are also useful
for evaluating the quality of heuristic algorithms that serve as building
blocks for developing new heuristics (and exact methods that can utilize
such heuristics) to generalizations of the G-VRP.

From a modeling perspective, the standard formulation for the G-VRP,
proposed by (Erdoğan & Miller-Hooks, 2012), requires making as many
copies of each refueling station node as there are possible times for visit-
ing each individual station. This is needed to maintain flow balance in
the model and to distinguish between different vehicle routes. However,
this also increases the number of variables and constraints significantly,
which makes it more challenging to develop exact solution methods that
guarantee optimality without limiting the number of possible stops to refu-
eling stations. Typically, a trade-off has to be made between two extremes
to either (i) allow all possible refueling stops to ensure optimality or (ii)
limit the number of such stops to one per station to obtain a model with
significantly less variables and constraints.

An alternative formulation for the electric VRP with time windows, cus-
tomer demands, and partial recharges (E-VRPTW-PR) is introduced by An-
delmin (2014) who generalizes the G-VRP and the E-VRPTW by Schneider
et al. (2014) by allowing AFVs to partially refuel instead of fully refueling
each AFV upon visiting a refueling station. It is also worth mentioning
that unlike the studies in the literature that credit Felipe et al. (2014)
for introducing the partial refueling (see, e.g., Asghari & Mirzapour Al-e-
hashem, 2021), it was first introduced by Andelmin (2014). Moreover, this
E-VRPTW-PR formulation is significantly stronger compared to the stan-
dard G-VRP formulation by Erdoğan & Miller-Hooks (2012) and the
E-VRPTW formulation introduced by Schneider et al. (2014). A direct
comparison is possible, because the E-VRPTW-PR generalizes both the
G-VRP and the E-VRPTW and can thus solve instances of both problems
straightforwardly. The improved E-VRPTW-PR formulation is based on a
multigraph in which each arc corresponds to a sequence of non-dominated
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refueling stops between two customers. A similar problem-specific formula-
tion would be beneficial for the G-VRP, because it avoids the multiplication
of refueling station nodes, preserves optimality, and combines routing
and refueling decisions by simply choosing different arcs between two
customers or a customer and a depot.

Since the introduction of the G-VRP, there has been an increasing num-
ber of studies on the G-VRP and particularly its generalizations (for recent
surveys, see, e.g., Lin et al., 2014; Dammak et al., 2019; Schiffer et al., 2019;
and Asghari & Mirzapour Al-e-hashem, 2021). While most of these studies
consider heuristic solution methods, exact algorithms have received much
less attention. A possible reason for this could be the increased problem
complexity arising from the route duration constraints, inclusion of refu-
eling stations, and the need to keep track of vehicles’ fuel levels. Vehicle
routing problems with route duration constraints (or equivalently route
distance constraints) are known to be extremely difficult, as evidenced by
the problem instance CMT13 (Christofides et al., 1979) with 120 customers
and route duration constraints whose optimality has not been proven at
the time of this writing despite decades of research.

The first exact algorithm for the G-VRP is by Koç & Karaoglan (2016)
who develop a “heuristic based exact solution approach" for the G-VRP,
although their method limits the number of consecutive refueling stations
visits to one. Nevertheless, even with this limitation on refueling station
stops, the results of this study are highly informative and suggest that the
G-VRP is extremely difficult to solve. Indeed, the authors’ exact branch-
and-cut algorithm is unable to solve 18 of the 40 benchmark instances by
Erdoğan & Miller-Hooks (2012) with 6 – 20 customers and 2 – 10 refueling
stations to optimality within 1 hour of computation time.

Another exact method is introduced by Desaulniers et al. (2016) who
develop a branch-price-and-cut algorithm for the E-VRPTW. The authors
study 4 different variants that involve either full or partial refueling, and
either limiting the number of refueling stops per route to 1 or allowing
multiple stops per route. The authors demonstrate the effectiveness of
their algorithm by optimally solving instances with up to 100 customers
and 21 refueling stations. As their algorithm is a generalization of the
G-VRP, it can also solve the G-VRP in a straightforward manner. However,
no computational results on any of the G-VRP instances is provided.

As the authors mention, their algorithm for the E-VRPTW is particularly
efficient with narrow customer time windows. The G-VRP, on the other
hand, has a maximum time limit for every vehicle route which translates
into wide time windows for every customer. Thus, it is possible that the
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algorithm by Desaulniers et al. (2016) is unable to solve G-VRP instances
efficiently, because it relies on a labeling method whose performance ben-
efits from narrow time windows. Specifically, more strict customer time
windows limit the number of possible ways to visit customer subsets, thus
rendering a significant number of otherwise feasible vehicle routes infeasi-
ble and providing more opportunities for the labeling algorithm to discard
partial tours early on when generating new vehicle routes. It is difficult to
find similar, easily exploitable structures from the G-VRP.

In a more recent study, Tahami et al. (2020) develop 3 new formulations
and an exact branch-and-cut algorithm for a generalization of the G-VRP,
called electric capacitated VRP (ECVRP), in which route duration con-
straints are removed and customer demands and vehicle capacities are
added instead. The authors also design a set of new benchmark instances
for the ECVRP and demonstrate the effectiveness of their algorithm by
solving instances with up to 100 customers and 21 refueling stations to
optimality. The authors also consider an extension of the ECVRP by in-
cluding route duration constraints – which are essential part of the G-VRP
– and conclude that the problem becomes significantly more difficult: the
numerical results indicate that the addition of route duration constraints
limit the problem size their exact method can solve down to 50 customers
compared to the 100 customers without these constraints. Specifically,
with the route duration constraints, their algorithm is unable to solve any
of the 60 customer instances, and even finding a feasible solution proves
to be difficult within 3 hours of computation time. Finally, as the authors
point out, their exact method can also solve G-VRP instances in a straight-
forward way by treating the capacity constraints as route duration ones.
However, much like Desaulniers et al. (2016), no meaningful comparison
with other exact G-VRP algorithms is provided. This further reinforces
that the G-VRP is more difficult than its more constrained generalizations
E-VRPTW and ECVRP studied in (Desaulniers et al., 2016) and (Tahami et
al., 2020), respectively. The results of the exact branch-and-cut algorithm
for the G-VRP by Koç & Karaoglan (2016) provide further evidence in
support of this conclusion.

To further appreciate the difficulty of solving the G-VRP with respect
to its more constrained generalizations with time windows and customer
demands, the stronger multigraph reformulation by Andelmin (2014) can
solve most of the small E-VRPTW test instances by Schneider et al. (2014)
with 5 – 15 customers and 3 – 7 refueling stations in a few seconds using a
commercial mixed-integer linear programming (MILP) solver. However,
the same formulation cannot close the optimality gap for many of the
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G-VRP benchmark instances by Erdoğan & Miller-Hooks (2012) with 6 –
20 customers and 2 – 10 refueling stations within two hours of computing
time using the same MILP solver and computational environment. This
difference in problem difficulty can be attributed to the significantly larger
solution space of the G-VRP compared to the more tightly constrained
E-VRPTW and E-VRPTW-RP.

2.2 Efficient Centralized Resource Allocation

Data envelopment analysis (DEA) (see, e.g. Cooper et al., 2000) is often
used to evaluate efficiencies of decision making units (DMUs) that con-
sume several inputs and produce several outputs. Specifically, standard
measures of efficiency analysis are typically related to how well a DMU
utilizes its resources. A simplified way to measure this would be to divide
the DMU’s output production by its input consumption or vice versa. In
case of multiple inputs and outputs, both the inputs and outputs would
have to be aggregated into single measures by giving each input and output
a specific weight reflecting its importance and taking weighted sums of
the inputs and outputs separately. In this simplified example, a decision
maker (DM) wishing to decrease input resources would maximize the ben-
efit to cost ratio (i.e., outputs divided by inputs), while a DM wishing to
increase output production would instead minimize the cost to benefit ratio
(W. Cook & Hassan, 2020). A greater ratio in each case would indicate that
the corresponding DMU is more efficient than one with a smaller ratio.

However, relying on simple efficiency ratios alone is likely not sufficient.
Moreover, some of the data may be qualitative instead of quantitative and
cannot be straightforwardly transformed into an aggregate measure. To
handle different types of inputs and outputs and provide a non-parametric
framework for estimating DMUs’ production possibilities, more sophis-
ticated models to quantify efficiency have been developed in the DEA
literature. The two most cited ones are the CCR by Charnes et al. (1978)
and the BCC by Banker et al. (1984). These two models have similar
characteristics, but they differ in how the efficiency of a DMU is measured
with respect to the other DMUs. The axioms of the CCR and the BCC
models each give rise to a different production possibility set (PPS) that
corresponds to the possible input/output mixes that the DMUs can attain.

Generally, the selection of the underlying PPS depends on how well it
represents DMUs’ input and output changes in the application at hand,
although the current (observed) input/output mixes of the DMUs typically
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define the constraints forming the efficient frontier that envelops the input
and output values that are attainable. Instead of selecting a single PPS,
it is likely beneficial to analyze the problem with respect to more than
one PPS to get a more comprehensive view of the DMUs’ efficiencies and
how their input/output mixes behave under different choices of the PPS.
Also, instead of computing solutions from the efficient frontier by, for
instance, maximizing the DMU efficiencies, it is worthwhile to explore
how the input resources consumed by the DMUs change over a number of
different alternative solutions and including additional constraints that,
for example, limit how much the DMUs’ inputs are allowed to increase
and/or decrease.

Korhonen & Syrjänen (2004) are among the first to study the similarities
between DEA and multi-objective linear programming (MOLP). The au-
thors investigate combining the DEA methodology by including traditional
DEA efficiency scores into a MOLP formulation that involves additional
constraints preventing individual DMUs from increasing their efficiency.
They consider a resource allocation problem in a centralized context where
a single DM (or several DMs) control a portfolio of DMUs that correspond
to, for example, supermarkets whose inputs are man-hours and floor area
and outputs are profit and sales. The objective is to (re-)allocate input
resources among the DMUs efficiently by simultaneously maximizing the
sums of different outputs and minimizing the sums of different inputs
over all the DMUs in the portfolio. The solution set of this multi-objective
problem consists of all non-dominated DMU portfolios with respect to the
portfolio-level inputs and outputs (i.e., the sums of all different inputs/out-
puts over all DMUs in the portfolio).

In the example by Korhonen & Syrjänen (2004), it is assumed that no
inefficient DMU can increase its efficiency score after resource allocation.
While this assumption may seem unrealistic for many practical cases, the
resulting non-dominated DMU portfolios can nevertheless provide rea-
sonable short-term approximations. At the other extreme, many of the
related studies typically compute portfolio-level solutions from the efficient
frontier without limiting the increases in DMUs’ efficiency scores (see, e.g.,
W. D. Cook & Seiford, 2009). In the thus obtained solutions, all inefficient
DMUs end up with perfect efficiency scores either by (i) decreasing their
input resources while expecting the same output production, or (ii) increas-
ing their (expected) output production without making use of additional
input resources. Both approaches seem unrealistic for most practical cases,
especially in short-term. In comparison, not allowing the DMUs increase
their efficiency scores may lead to better approximations. A more sensible
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but application dependent approach would be to control DMUs’ efficiency
scores individually (see, e.g., Aristizábal-Torres et al., 2017).

At present, most research on centralized resource allocation in the con-
text of efficiency analysis typically involves scalarization techniques to first
transform the multi-objective portfolio-level problem into a single-objective
one, and then proceeds by computing solutions from the efficient frontier
(see, e.g., Nasrabadi et al., 2012; Fang, 2013; Lozano, 2014). Also, some of
these methods may be interactive such that the DM can change certain
parameters during the computation of non-dominated DMU portfolios. For
example, the Pareto race method by Korhonen & Wallenius (1988) allows
the DM to investigate the efficient frontier of a multi-objective problem.
The CUT method by Argyris et al. (2014) operates on a discrete set of
multi-criteria alternatives and relies cutting planes, derived from repeated
pairwise comparisons by the DM, to exclude a subset of the alternatives.
Despite these advances, obtaining a more comprehensive view of all possi-
ble non-dominated solutions can be impractical in these methods. Indeed, a
unified framework that computes all non-dominated solutions and presents
them to the DM in a visually meaningful way has been missing, possibly
due to the lack of efficient exact multi-objective optimization algorithms
that can handle problems with several objectives and decision variables.
Such an approach would make it possible to illustrate, for example, the
ranges of all possible resource values that each DMU can achieve over all
non-dominated DMU portfolios.

Recent advances in multi-objective programming (MOP) solvers, specif-
ically, the implementation of Benson-type algorithms (Benson, 1998) by
Löhne & Weißing (2017) and Dörfler et al. (2020) for MOLP and convex
MOP problems, respectively, operate in the objective space rather than
in the decision variable space and appear extremely promising for solv-
ing large multi-objective problems. While the algorithm for the convex
MOP problems necessarily induces approximation errors, these errors are
absolute rather than relative and can therefore be adjusted by setting a
maximum tolerance value to obtain an appropriate numerical precision. A
smaller tolerance leads to an increased computation time, but also gives a
better representation of the true non-dominated solution set.

Using an efficient MOP solver also offers further possibilities to augment
the resource allocation model by different kinds of constraints. For ex-
ample, DM’s preference information on the importance of unit increases
between different outputs can be translated into linear constraints in the
decision variable space. Such information could also be included by di-
rectly modifying the objective functions instead. As an example, if the
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preferences are linear and form a compact polyhedron V , the problem can
be transformed into an equivalent MOP in which the objective functions
are multiplied by the extreme points ext(V ) of the polyhedron V .

Because the introduction of additional constraints restricts the solution
set, it also narrows down the ranges of at least some DMUs’ possible
resource values, thus giving the DM more conclusive recommendations on
which DMUs should receive more input resources and identify possible
DMUs whose input resources are to be decreased over all remaining non-
dominated DMU portfolios. Such a framework would be extremely useful,
because it would provide significantly more information to the DM than
standard models from the current literature that compute and present only
a few solutions without the capability of visualizing the entire solution
space and the corresponding DMU- and portfolio-level information.

Finally, while DMUs’ efficiency scores under different DEA models in a
centralized context can be, in most cases, computed using an LP solver, it
may not be entirely obvious how these efficiency scores could be utilized in
practice. For example, in the case of allocating additional input resources
to a portfolio of DMUs in which the goal is to maximize all portfolio-level
outputs while minimizing all portfolio-level inputs, it might seem obvious
that the maximum output production would be achieved by allocating the
additional resources to the most efficient DMUs as long as they remain
inside the PPS. While this strategy appears sensible when maximizing
the outputs of single DMUs separately, the use of efficiency scores to
guide portfolio-level resource allocation may not be as straightforward.
Evaluating the impact of using efficiency scores to guide resource allocation
decisions when all DMUs are controlled by a single DM seems not to have
been studied in the current literature.

2.3 Discrete Multi-Stage Stochastic Optimization

Multi-stage decision problems under uncertainty are typically studied in
the context of stochastic programming (SP) with exogenous uncertainties
(Birge & Louveaux, 2011), or in decision analysis (Abbas & Howard, 2015)
with two simplifying assumptions: (i) perfect recall, that is, all earlier
information is remembered across time when making later decision, and
(ii) regularity, meaning that a total temporal order must exist over all deci-
sion variables (see, e.g., Koller & Friedman, 2009). While these problems
can include decision variables with continuous domains and probability
distributions, here the focus is specifically on discrete stochastic decision
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problems that are modeled with a discrete number of actions at each deci-
sion stage and a discrete number of chance events at each chance stage
with corresponding probability distributions that sum to one. In addition,
these problems have a discrete number of consequences evaluated by utility
functions at one or more value stages.

Different outcomes at chance, decision, and value stages are typically
called states of the corresponding stage. Also, in an influence diagram
representation, stages are typically called nodes in accordance with their
graph-like appearance. On the other hand, in a decision tree representation
states are typically referred to as nodes at different stages of the tree, while
each node in a corresponding decision diagram represents a stage of the
decision tree. For concrete examples of both representations and their
relations, see (Call & Miller, 1990; Abbas & Howard, 2015).

Discrete multi-stage stochastic optimization problems in the contexts of
standard SP and decision analysis consider different kinds of applications
and solution methods. Indeed, it can be surprisingly difficult to transform
SP problems to decision analysis framework and vice versa. The SP ap-
proach typically relies on MILP formulations while the standard approach
with decision analysis has usually been dynamic programming. Moreover,
experts in one of these two disciplines do not necessarily have deep knowl-
edge of the other one, although both approaches are tackling problems with
similar characteristics. Thus, contributing towards a unified framework
that could be used to model and solve problems from both disciplines seems
worthwhile. Such a framework could bring experts from both domains
closer and thus facilitate collaboration and emergence of novel ideas.

The multi-stage nature of these problems in the SP framework typically
implies that such a problem involves a sequence of discrete time steps such
that at each time step a decision is made and a chance outcome is observed.
The goal is to optimize a given objective function with respect to decisions
made at the first time step and recourse decisions made at later time steps.
This class of SP problems conventionally involves exogenous uncertainties,
meaning that probability distributions at chance nodes are unaffected by
prior decisions (Ruszczyński & Shapiro, 2003).

In decision analysis, on the other hand, these problems typically involve
not only exogenous but also endogenous uncertainties in that probabil-
ity distributions at chance nodes may be dependent on prior decisions
and change accordingly based on the decisions that influence the corre-
sponding chance stages. Figure 1.1 demonstrates the difference between
these two types of uncertainties based on the simplified 2-stage stochastic
programming example problem from Section 1.1.
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Discrete multi-stage decision problems under uncertainty are typically
represented by an influence diagram (ID), which has an intuitive graph
structure with directed arcs between specific nodes (Howard & Matheson,
2005). Another possibility is to use a decision tree which is a directed
acyclic graph whose depth equals the number of stages (Call & Miller,
1990). While both representations have their strengths, it is more conve-
nient to represent large problems as an ID due to its capability of describing
problems more concisely, whereas a decision tree representation grows ex-
ponentially with the number of stages. IDs can also represent information
structures between nodes intuitively by drawing directed arcs between
those nodes that have either a conditional or a functional relationship.
However, IDs lack some crucial information that is inherently embodied in
decision trees: probability distributions of uncertain realizations at chance
nodes, possible actions that can be taken at decision nodes, and different
outcomes at value nodes (see, e.g., Call & Miller, 1990). On the other hand,
decision trees, unlike IDs, cannot represent conditional or functional rela-
tionships between different stages that are represented by arcs between
the nodes in the corresponding ID. An example ID representing a discrete
stochastic decision problem with multiple stages (see pp. 1237 in Lauritzen
& Nilsson, 2001) is presented in Figure 2.1.

In this ID, chance nodes hi represents prior probabilities of being ill at the
beginning of each period i ∈ {1, . . . ,4} while u4 represents the consequences of
being ill or healthy at the end of period 4. The remaining nodes correspond
to testing outcomes ti, treatment decisions di, and treatment costs ui, for
i ∈ {1,2,3}. The objective is to maximize the utility of the consequences
at u4 by deciding each month i ∈ {1,2,3} based on uncertain test results ti

whether to treat (di = 1) or not (di = 0). A generalization of this problem
which includes testing costs is presented by Hölsä (2020).

Limited memory influence diagram (LIMID) is an interesting gener-
alization of the ID (see Lauritzen & Nilsson, 2001 for a comprehensive
definition). In decision problems represented by LIMIDs, all information
arcs between nodes must be represented explicitly since perfect recall, the
assumption that all prior decisions and chance outcomes are known, no
longer holds. Instead, with LIMIDs it is possible to “forget” information
from previous stages and information is preserved only between those
nodes that are connected by a direct arc (i.e., parent nodes and their im-
mediate predecessors). Thus, each ID is a special case of a corresponding
LIMID in which perfect recall is enforced by drawing all arcs explicitly.
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h1 h2 h3 h4 u4

t1 t2 t3

d1 d2 d3

u1 u2 u3

Figure 2.1. An example ID (Lauritzen & Nilsson, 2001). Circles represent chance nodes,

squares represent decision nodes, and diamonds represent value nodes.

LIMIDs also relax the regularity assumption which requires a total
temporal order between all decision nodes. An example problem not satis-
fying the regularity assumption involves multiple simultaneous decisions
made by agents that cannot communicate with each other. In this exam-
ple, determining a unique strict total order among all decision nodes is
impossible and relaxing the total recall and regularity assumptions makes
the decision problem significantly harder to solve. In particular, conven-
tional solution methods for IDs that rely on regularity and total recall
such as dynamic programming and message passing algorithms cannot
find provably optimal solutions to LIMIDs in general. A simple example
problem with simultaneous decisions and imperfect recall represented by
a LIMID is shown in Figure 2.2. Note that while the two decisions A1

and A2 made simultaneously by the two individual agents are unable to
communicate due to the imperfect recall assumption, they both eventually
strive to maximize a common utility U.

Also, when the ID in Figure 2.1 is defined as a LIMID, the problem
structure changes radically. For instance, in the LIMID representation,
the probability distribution of uncertain realizations at the chance node h2

is influenced only by the chance node h1 and decision node d1. This type
of uncertainty where prior decisions affect the probability distribution of
uncertain realizations is referred to as endogenous. In the same example,
the chance node h1 is not influenced by any prior decision nodes: its prob-
ability distribution is independent of the decision variables. Thus, while
the uncertainty from h1 influences the system, specifically, the probability
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distributions at t1 and h2, the system has no influence over h1. Uncertainty
of this kind is referred to as exogenous (see, e.g., Dupacová, 2006). It is
worth noting that endogenous uncertainty can also be temporal, meaning
that it is related to the timing of decisions rather than prior decisions
affecting probability distributions at chance nodes (Herrala, 2020).

R

R1

R2

A1

A2

G U

Figure 2.2. LIMID with simultaneous decisions A1 and A2 corresponding to two agents

unable to communicate, yet striving to maximize the common utility U.

Discrete multi-stage decision problems represented by LIMIDs are fur-
ther classified as soluble and insoluble (see Lauritzen & Nilsson, 2001 for
the definition of soluble). In general, LIMIDs that satisfy the regularity
and total recall assumptions either directly or through problem modifi-
cations can be classified as soluble. Specifically, an ID is a special case
of LIMID that is soluble. Solubility allows the corresponding decision
problem to be solved to optimality with conventional methods that rely on
sequentially solving local optimization problems at different nodes. These
methods include dynamic programming and different message passing
algorithms (Koller & Friedman, 2009). However, for insoluble decision
problems (such as in Figure 2.1), the corresponding LIMID is NP-hard, in
the same vein as finding optimal (or even an approximate) solutions to IDs
with discrete variables is NP-hard in general (Mauá et al., 2013).
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3. Research Contributions

The main contributions of the papers [I] – [IV] are in Table 3.1.

1. Paper [I] studies the green vehicle routing problem (G-VRP) that con-
sists of designing optimal routing plans for alternative fuel vehicles
(AFVs) to serve a set of customers. An exact algorithm is developed for
the G-VRP that can optimally solve problem instances with up to 110
customers and 28 refueling stations in a reasonable time. Moreover, the
average optimality gap over instances with 200 – 300 customers is on
average ∼0.67%. The algorithm is tailored to a novel multigraph refor-
mulation that first removes all refueling nodes and then pre-computes
all non-dominated paths between any two customers that may visit
any number of refueling stations in between. The algorithm first com-
putes a tight lower bound using a dual ascent method that combines
Lagrangian relaxation, subgradient optimization, and column genera-
tion. The dual ascent first uses a state-space relaxation based on the
ng-paths by Baldacci et al. (2011) before generating elementary vehicle
routes to speed up computing a near-optimal dual solution. This is
followed by a Simplex-based cut and column generation procedure
which is hot-started using the feasible routes generated during the
dual ascent method. Number of generated columns is also limited
at different stages of algorithm (see, e.g., Larsen, 2004) to improve
convergence. Different sets of cutting planes are generated, including
subset-row cuts (Jepsen et al., 2008), weak subset-row cuts (Baldacci
et al., 2011), and k-path cuts (Laporte et al., 1985). Specifically, a
formal proof connecting k−path cuts and rank-1 Chvátal-Gomory cuts
(Fischetti & Lodi, 2007) is established and a formulation for separating
maximally violated k−path cuts is introduced. An early version of the
algorithm presented in Paper [II] is used to compute upper bounds.

2. Paper [II] also studies the G-VRP and develops a multi-start local
search (MSLS) matheuristic for the problem. The MSLS utilizes a
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similar multigraph reformulation introduced in paper [I] and develops
new variants of conventional heuristic operators by adapting them to
work directly on the multigraph. The MSLS uses these operators in a
heuristic column generation scheme in which each column corresponds
to a feasible route and stores the generated columns in a route pool.
This is followed by solving a set partitioning problem in order to find
an optimal subset of routes in the route pool that constitutes a feasible
G-VRP solution. The novelty of this approach comes from the ability to
use the new variants of the conventional heuristic operators to make
routing- and refueling decisions simultaneously when constructing
new routes by simply selecting different arcs between customers or
a customer and a depot. Computational tests demonstrate the effec-
tiveness of the developed MSLS algorithm and how to conveniently
trade-off computation time and solution quality by changing a single
parameter. The multigraph reformulation is inspired by Andelmin
(2014) who introduces a multigraph reformulation for the electric VRP
with time windows, customer demands, and partial recharges for the
first time along with a strong mathematical formulation.

3. Paper [III] develops a framework for computing all non-dominated
resource allocations to a portfolio of decision making units (DMUs) in
the context of efficiency analysis. These non-dominated DMU port-
folios are computed based on preferences of a decision maker (DM)
on, for example, unit value changes of certain inputs and outputs
while maximizing the sums of different outputs and minimizing the
sums of different inputs over all DMUs in the portfolio. To obtain the
whole non-dominated set of DMU portfolios, the problem is solved as a
multi-objective programming problem using an efficient Benson-type
algorithm (Benson, 1998) that operates in objective space and identifies
all non-dominated extreme points and facets of the efficient frontier
Hamel et al. (2014). This information is used to compute and illustrate,
at individual DMU- and portfolio-level, the ranges of attainable input
and output values over all non-dominated DMU portfolios.

Most importantly, based on the data from previous case studies by
Korhonen & Syrjänen (2004) and Lozano (2014), an interesting obser-
vation is made in Paper [III] on how resources are allocated among the
DMUs in non-dominated DMU portfolios. When maximizing portfolio-
level efficiency, resource allocation recommendations are not consistent
with conventional efficiency analysis scores. Specifically, in all case
studies, resources are taken from both efficient and inefficient DMUs
in all non-dominated DMU portfolios, while extra resources are also
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Table 3.1. Contributions of Papers [I] – [IV].

Research Main
objectives Methodologies contributions

Paper [I]:

An exact algorithm
for the green vehicle
routing problem

Design an exact algo-
rithm for solving large
AFV routing problems
optimally. Establish a
standard for future re-
search and aid heuris-
tic developers calibrate
their work against the
optimal solutions.

Dual ascent combining
Lagrangian relaxation,
subgradient optimiza-
tion, and column
generation. Simplex-
based cut and column
generation. Rank-1
Chvátal-Gomory cut
separation for gen-
erating k-path cuts.
Dynamic program-
ming algorithm for
generating columns.
MILP for solving
reduced SP problems.

First-rate exact algo-
rithm for the G-VRP.
Problems with up to
109 customers and
28 stations solved
to optimality. With
200 – 300 customer
instances, ∼0.67%
average optimality gap.
Proof that connects
rank-1 Chvátal-Go-
mory cuts and k-path
cuts. Formulation of
separation problem to
compute k-path cuts.

Paper [II]:

A multi-start local
search heuristic for
the green vehicle
routing problem
based on a multi-
graph reformula-
tion

Develop new building
blocks by modifying
conventional operators
to work directly in
the multigraph, al-
lowing simultaneous
routing and refueling
decisions. Design first-
class metaheuristic to
demonstrate the new
operators’ efficiency
and promote their use
in future research.

Problem decomposition
based on a multigraph
reformulation. Heuris-
tic column generation
using problem-specific
local search operators.
Multi-start variable
neighbourhood search.
MILP for optimally
combining generated
columns by solving an
SP problem.

New tailored variants
of conventional local
search operators that
work directly in the
multigraph, thus allow-
ing simultaneous rout-
ing and refueling deci-
sions. Demonstrating
the effectiveness of the
multigraph as a basis
for future AFV routing
algorithms.

Paper [III]:

Efficient allocation
of resources to a
portfolio of decision
making units

Develop a framework
for portfolio-level re-
source allocation that
includes DMs’ prefer-
ences. Unify earlier ap-
proaches by computing
not single but all non-
dominated portfolios.

MOLP for computing
all non-dominated port-
folios. LP to compute
and present all possi-
ble resource and out-
put ranges over all allo-
cation portfolios.

Framework that uni-
fies prior centralized
resource allocation
models. Demonstrat-
ing the unreliability of
conventional efficiency
scores in centralized
resource allocation.

Paper [IV]:

Decision Program-
ming for mixed-
integer multi-stage
optimization under
uncertainty

Combine decision anal-
ysis and mathemati-
cal programming into
a single framework to
solve multi-stage de-
cision problems with
endogenous uncertain-
ties.

MILP for computing
optimal decision strate-
gies strengthened by
probability cuts. Exact
MOP algorithm for
computing all non-
dominated decision
strategies with more
than one utility using
valid inequalities to
discard dominated
solutions.

Framework that can be
used to formulate and
solve problems from
both decision analysis
and stochastic pro-
gramming as MILPs.
The MILP optimally
solves LIMIDs with
endogenous uncertain-
ties and accommodates
chance constraints and
risk measures such as
CVaR.

39



Research Contributions

given to both efficient and inefficient DMUs in the same problems.
This happens regardless of whether the DMU efficiencies are allowed
to increase or not. This crucial observation suggests that relying on
conventional efficiency scores in guiding resource allocation decisions
can cause inefficiencies and lead to dominated DMU portfolios.

4. Paper [IV] develops the Decision Programming framework for dis-
crete multi-stage decision-making problems under endogenous and
exogenous uncertainties that can solve problems from both stochastic
programming (SP) and decision analysis using a novel MILP formu-
lation. The new MILP formulation can incorporate different kinds of
risk measures, such as conditional value-at-risk (CVaR), directly by
adding constraints and/or modifying the objective function. Moreover,
in presence of multiple objectives, the MILP formulation can be used as
a basis for solving all non-dominated decision strategies with the help
of valid inequalities that discard dominated decision strategies until
there are no dominated ones remaining. Finally, the MILP formulation
provides a more flexible modeling tool compared to standard methods
in decision analysis such as dynamic programming to model different
kinds of constraints including the CVaR and other risk measures.

The solution methods of the optimization problems in Papers [I] – [IV]
seem different, but they use some common modeling techniques, such as
exploiting the problem structure by pre-computing parts of the problem
and reformulating it in terms of the pre-computed elements from the origi-
nal model. This is done, for example, in Paper [I] by removing all refueling
nodes and instead pre-computing all non-dominated paths between any
two customers that may visit any number of refueling stations in between.
Similarly, in Paper [II], the results of the heuristic column generation in
the first two phases are capitalized in the final phase by formulating a
set partitioning problem in order to find the best combination of columns
that constitute a feasible solution. In Paper [III], all extreme points of
the information set corresponding to the DM’s preferences are first com-
puted and arranged as columns of a matrix. The objective functions are
then multiplied by this extreme point matrix which gives a simplified
formulation. Finally, in Paper [IV], the model becomes much stronger by
first pre-computing the probabilities and utilities of all paths, and then
reformulating the problem by exploiting this path structure. Thus, while
the solution methods in Papers [I] – [IV] may seem different, similar al-
gorithmic techniques are utilized in each paper to facilitate solving the
corresponding problems.
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This introductory summary discusses Papers [I] – [IV], each of which
focuses on a different optimization problem except Papers [I] and [II]
whose main topic is the green vehicle routing problem (G-VRP) by Erdoğan
& Miller-Hooks (2012). The problems in Papers [I] – [IV] and their solution
methods are presented from two different viewpoints of mathematical opti-
mization. Specifically, in Papers [I] and [II], the focus is on the algorithmic
ideas, computational performance, and implementation details. In Papers
[III] and [IV], the focus is more on the properties of the corresponding
frameworks, with a special emphasis on the problem formulations.

The intention behind Papers [I] and [II] is to construct new efficient solu-
tion methods for the G-VRP, both of which combine different algorithmic
components that are executed repeatedly. It is therefore not possible to
provide formulations that would capture all the complexities of the cor-
responding algorithms. However, Andelmin (2014) introduces a strong
formulation based on a similar but more complex multigraph transfor-
mation for the electric VRP with time windows, customer demands, and
partial recharges. Because this formulation generalizes the G-VRP, it can
also solve G-VRP instances in a straightforward way.

In Papers [III] and [IV], the emphasis is on advancing formulations
rather than specialized solution approaches. Specifically, Paper [III], which
focuses on the efficient allocation of resources to a portfolio of decision-
making units (DMUs), first introduces a new formulation that establishes
a connection between the efficient frontier and the efficient solution set of
the corresponding multi-objective linear programming (MOLP) problem.
The problem is then extended to include decision maker’s preferences
and formulated as another MOLP whose solution set constitutes all non-
dominated DMU portfolios and corresponds exactly to the non-dominated
frontier. Thus, both MOLP formulations play key roles in conveying their
corresponding information, which are then formalized into theoretical
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proofs. Most importantly, the LP formulations computing the ranges of
possible input/output values based on the extreme points and facets of
efficient or non-dominated DMU portfolios demonstrate through examples
from the literature how conventional efficiency scores are not reliable
in guiding resource allocation decisions. Overall, the main focus is not
on developing efficient solution methods but, rather, presenting the new
framework and demonstrating the importance of these new ideas.

Similarly, in Paper [IV], which introduces the Decision Programming
framework, no special algorithms are developed to solve the new mixed-
integer linear programming (MILP) formulations. A MILP solver is used
instead that relies on a generic branch-and-cut method. Cutting planes
derived from the problem structure are also added through the callback in-
terface of the MILP solver. Specifically, Paper [IV] introduces the Decision
Programming framework and its different extensions for the first time.
To describe such a seemingly simple but surprisingly complex framework
as clearly as possible requires careful planning in terms of notation and
definitions. Moreover, because the MILP formulations in Paper [IV] can
be challenging to interpret in a straightforward way, it is also necessary
to prove their correctness. Therefore, the main focus in Paper [IV] is not
to develop a fast algorithm – just presenting the Decision Programming
framework alone exceeds the typical 30 page limit.

Although the G-VRP in Papers [I] – [II], the efficient resource allocation
approach in Paper [III], and the Decision Programming framework in Pa-
per [IV] have been treated separately in this summary, some applications
could benefit from combining at least two of these different types of prob-
lems or solution methods. Considering all possible combinations suggests
some new ideas and avenues for future research. The final paragraphs
of this summary chapter are devoted to discussing the most prominent
combinations that could be studied in future.

Most importantly, because the MILP formulation for the Decision Pro-
gramming framework in Paper [IV] has not yet been studied much, there
exists considerable potential for future improvements. The most promising
approach involves developing a decomposition method that can reduce
both the memory consumption and computation time. Specifically, due to
its similarities with many combinatorial optimization problems, the MILP
formulation can be transformed into becoming amenable to a column gen-
eration approach, possibly coupled with strong cutting plane generators,
as further research reveals more about the structure of the formulation.
Because a column generation-based algorithm would generate promis-
ing strategies dynamically, a full state-space representation would not be
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necessary, much like in Paper [I] that utilizes cut and column generation.
Regarding the development of new heuristic algorithms for the G-VRP

or its generalizations, possibly based on the multigraph reformulation
that uses new variants of conventional heuristic operators, it is crucial to
assess the performance of each individual operator or a set of operators.
This assessment is typically necessary to demonstrate that the rationale
behind selecting the operators for the heuristic is sound and quantifiable
to some extent. Another reason for such an assessment is to decide which
operators are not contributing enough given their time consumption and
can be discarded. Some of the important criteria to consider are the num-
ber of times each operator is called, the number of times each call results
in a better solution, and the average computing time of each operator
call. The average improvement of each improving operator call could also
be recorded. After running the heuristic over benchmark instances, one
possibility to assess the operator performance could be to apply central-
ized efficiency analysis as in Paper [III]. The DMUs would correspond
to different operators or operator sets. The input resource could be the
total computing time. Outputs could then be the average improvement in
terms of solution quality and the success rate measured as the number
of calls that improve a solution divided by the total number of calls. In
this setting, not allowing the DMUs to increase their efficiency could be a
reasonable assumption, because it is unlikely that the success rate would
change drastically. In an optimal DMU portfolio, some operators would
get more computing time, while others would have less. In practice, this
can be achieved by either increasing or decreasing the number of times an
operator is called to achieve the target computing time. To achieve possible
computing time ranges over all efficient or non-dominated DMU portfolios,
random number scaling gives the correct ranges of all DMUs.

Further possibility could be to consider the G-VRP in either Paper [I] or
[II] and the Decision Programming in Paper [IV]. An interesting combina-
tion could be to consider the G-VRP under endogenous uncertainties. One
such application could be to add timing-related uncertainty to travel times
between cities such that the probability distribution of different travel
times between every two cities would change depending on the current
time of the day. For example, longer travel times would be more likely
during the rush hour in the morning when people drive to work and in
the afternoon when they typically return from work. Since the G-VRP
has a route duration constraint, adding travel time uncertainties would
make the problem extremely challenging but more realistic. Other types
of uncertainties could be added as well related to, for instance, customer
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service times or refueling delays.
Finally, a combination of efficient allocation of resources in Paper [III]

and Decision Programming in Paper [IV] could be as follows. The problem
could be to allocate resources to a portfolio of decision-making units under
uncertainties about how well the allocated resources will be utilized by
different DMUs. For example, it could be that the probabilities of DMUs
producing more or less than the predicted amounts of different outputs
may depend on the different levels of possible input resources that can be
allocated to each DMU. Moreover, the problem could have multiple stages
in which resources are allocated to a number of DMUs and after they
generate outputs, more resources could be bought and re-allocated to the
same and/or different sets of DMUs. One could also consider continuous
probability distributions and continuous decision spaces, with each decision
corresponding to the amount of resources allocated.
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