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1 Introduction

Optimal portfolio management is one of the most studied problems in finance.
It is also an important topic for the Finnish Mutual Pension Insurance
Company Elo, which manages the pension security of approximately 700,000
Finnish citizens. Currently the market value of Elo’s investment assets is
approximately 23 billion e, which makes the stakes in portfolio management
very high.

The goal of portfolio managers is to maximize returns and minimize risks.
Minimization of risks is usually performed by diversifying the asset portfo-
lio, which means including assets in the portfolio that presumably do not
correlate with each other positively. Assumptions of positive mutual correla-
tion are usually made for assets which belong in the same type of industry.
Different industry classification methods for assets exist, such as the Global
Industry Classification Standard (GICS). Use of GICS and other classifica-
tion methods as a tool in portfolio optimization is questionable. Thus, it is
beneficial to investigate whether better grouping methods for assets can be
formulated.

Our task in this project is to group assets by using clustering methods and
compare their correlation to grouping by using GICS. What Elo requires from
us is a correlation matrix of the assets in a given dataset of asset performance
indicators, which can be used to cluster the assets to any number of clusters.
The performance indicators of assets can be for instance the returns or some
descriptive equity data. The first approach to form the correlation matrix
is to forecast the covariance of assets in the future with time series models
and inspect how the forecasts correlate. If this approach is to be abandoned,
the correlation matrix can be formed based on only the historical data of the
assets.

After the correlation matrix is formed and a proper clustering method has
been found, the resulting clusters and their correlations are to be compared
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with their GICS classification. An important question is whether the result-
ing clusters outperform the GICS classifications in terms of correlation.

At the end of the project, we aim to have a script of some sort for the clustering
that can easily be used by Elo. This means that Elo could relatively easily
just plug in a dataset to the script that performs the clustering of assets for
them. If a satisfying result is achieved, Elo could use the clustering based
method as a supporting tool for portfolio diversification.

2 Literature review

2.1 Time series modelling

The time series modeling of stocks is of great academic and industrial interest.
For stocks, there are three approaches, either to model directly returns, the
volatility of the asset or both. In terms of forecasting, volatility is deemed to
be slightly easier process than directly forecasting returns. For the returns,
we could use autoregressive moving average (ARMA) models and their many
derivatives, which try to model the mean process. The other approach is to use
autoregressive conditional heteroskedasticity (ARCH) and their generalized
versions called GARCH, which model the volatility process of an asset. These
ARCH and GARCH models take into account the heteroskedasticity of the
error term by modeling the variance of the time series. With these models,
the forecast is that of volatility and not the original return. [1]

In ARCH models, the future volatility is forecasted based on the previous
squared residuals, with the model estimating suitable weights for the selected
period backwards. We denote returns as rt = µt + at, where rt is the return
of the asset at time t and it is assumed to consist of mean µt and at that is
called shock or innovation. Thus at represents mean corrected asset return.

3



Formally, the ARCH model is defined as

at = σtεt (1)

σ2
t = α0 + α1a

2
t−1 + ...+ αma

2
t−m, (2)

where E(εt) = 0, V ar(εt) = 1, α0 > 0, αi > 0, i > 0. The parameters of the
model are obtained via maximum likelihood estimation. [1, 2, 3]

The ARCH model is simple but also restricted. Extension of this, GARCH,
allows declining weights to never go to zero, thus allowing whole data set to
affect forecasts. [1]. We consider at = rt − µt to be mean-corrected log return.
For at then applies that

at = σtεt (3)

σ2
t = α0 +

p∑
i=1

αia
2
t−i +

q∑
j=1

βjσ
2
t−j, (4)

where εt is standard normal or Student-t distribution, α0 > 0, αi, βj ≥ 0 and∑max (m,s)
i=1 (αi + βi) < 0. Simple GARCH(1,1) model can be written as

σ2
t = α0 + α1a

2
t−1 + β1σ

2
t−1, (5)

where α ≥ 0, β1 ≤ 1, (α1 + β1) < 1. This can be interpreted, that large shocks
contribute to more volatility, that is, a large shock is expected to be followed
by another large shock. [3]

There are several derivatives of the standard GARCH model, such as ex-
ponential GARCH (eGARCH) and Glosten-Jagannathan-Runkle-GARCH
(gjrGARCH). The models further relax the assumptions of GARCH models,
often giving better models. For example, eGARCH allows the model to have
asymmetric responses to positive and negatives shocks. It also uses logarithm
of conditional variance which relaxes the positiveness constraint of the model
coefficients. The model uses weighted innovation

g(εt) =

(θ + γ)εt − γE(|εt|), if εt ≥ 0

(θ + γ)εt − γE(|εt|), if εt < 0,
(6)
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which allows the responses to be asymmetrical. The eGARCH(p,q) model can
be written also as

at = σtεt (7)

ln(σ2
t ) = α0 +

1 + β1B + ...+ βqB
q

1− α1B − ...− αpBp
g(εt−1), (8)

where B is lag operator Bg(εt) = g(εt−1). [3] Another way to consider the
asymmetric impacts is to use gjrGARCH, which is based on the empirical
observation, that negative shocks have stronger impact on the later observa-
tions. The model can be written as

at = εtσt (9)

σ2
t = α0 + (α + γIt−1)εt−1 + βσ2

t−1, (10)

where It−1 =

0, if at−1 > µ

1, if at−1 < µ
. If we set γ = 0, the model becomes standard

GARCH. [4] The previous ARCH/GARCH models are all univariate. Notably,
univariate models often work best with low values of p and q. Often (1,1)

models are a reasonable guess for an adequate model. [3]

As noted before, the univariate can be extended to the multivariate case,
in which several GARCH processes have a relationship. Typically, these
models are used to study volatility between markets, amplitude of impacts,
indirect and direct correlations between asset volatilities, etc. The simplest
model is a multivariate extension of GARCH, in which multivariate return
series isrt = µt + at. The mean is conditional expectation of return series
based on the past information F t−1. The volatility now becomes multivariate
Σt = Cov(at| F t−1). The covariance matrix Σt is often re-parameterized as
a Cholesky decomposition by using the positive definite form Σt = LtGtL

′

t

where Lt are lower triangle matrices with unit diagonal elements andGt and
diagonal matrix. The Cholesky decomposition performs a orthogonal trans-
formation from at to bt such that bt = L−1t at. The orthogonal transformation
simplifies the likelihood function and makes it easier to estimate parameters.
[3]
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There are several different implementations of multivariate GARCH models.
We previously saw a direct generalization, but the category also includes
VEC, BEKK, Riskmetrics, (full) factor GARCH and flexible MGARCH. The
problem with these models is that the number of parameters to be estimated
is very high and thus models are not suitable except to cases where number
of assets is very low. [3]

Another group of models is linear combinations of univariate GARCH models.
These models include generalized orthogonal (goGARCH) models and latent
factor models. In factor models, the co-movements of stocks are believed to
be driven by a small number of common underlying variables. The linear
combinations of univariate models assume that the time series is generated
by a combination of one or many different univariate GARCH models, such
as standard GARCH, eGARCH, APARCH or contemporaneous asymmetric
GARCH. [3, 5]

The third category consists of nonlinear combinations of univariate GARCH
models. These models cover models with constant and dynamic conditional
correlation. Some popular models include copula-GARCH, constant condi-
tional correlation GARCH (cccGARCH) and dynamic conditional correlation
GARCH (dccGARCH). These models are less greedy in terms of parameters so
that they can be fitted for a larger number of assets. There are short-comings
in theoretical sense: results on stationarity, ergodicity and moments are not
obtained as easily as in the other models we have covered, but the reduced
number of parameters is more important in real life applications where the
number of assets is large.. [5]

The dccGARCH model is an extension of cccGARCH, where the constant
correlation between assets need not be constant and may vary in time. The
dccGARCH model can be estimated consistently in two steps, by first building
all individual univariate models for each time series, and then multivariate
model is estimating. This allows larger number of assets to be used in feasible
time. The DCC(1,1) model by Engle in 2002 is defined such that instead of
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univariate variance we have variance matrix

Ht = DtRtDt, (11)

where Dt = diag(h
1/2
iit ...h

1/2
NNt), where hiit is any univariate GARCH model and

Rt = diag(q
−1/2
11,t ...q

−1/2
NN,t)Qtdiag(q

−1/2
11,t ...q

−1/2
NN,t), where the N ×N symmetric posi-

tive definite matrix Qt = (qij,t) is defined as Qt = (1− α − β)Q̄ + αut−1u
′
t−1 +

βQt−1, where ut, α, β are non-negative scalar parameters and α + β < 1. The
elements of Q̄ (can be interpreted as pseudo-correlation matrix) can be es-
timated or set to an empirical counterpart. The model is limited in that
conditional correlations must follow same dynamics, unless a relaxed flexible
dccGARCH model is used (fdccGARCH). The dccGARCH and its extension
and variations are relatively useful, because they work with larger number of
assets. The dccGARCH model is also implemented in R in rmgarch package.
[5, 6] Our observations is that the model is still not feasible with very large
N , such as N > 500. [5, 6, 7]

Recently, there have been efforts to overcome the problem of estimating
covariance matrices and GARCH models for very large N. A working paper by
Engle in 2017 is one proposal to allow the use of dccGARCH with even N >

1000. In this paper, dccGARCH model is combined with a nonlinear covariance
matrix shrinkage method derived from Random Matrix Theory. This makes
it possible to efficiently estimate large covariance matrices of time series by
correcting overfitting, which normally leads to small eigenvalues to be too
small and large eigenvalues too large. In order to be computationally feasible,
the likelihood function of dccGARCH process must be changed to composite
likelihood method. The nonlinear shrinkage ensure that dccGARCH performs
well by improving the correlation targeting matrix. The process now has
three steps: 1) a univariate GARCH model is estimated for each asset 2)
the unconditional correlation matrix is estimated and used for correlation
targeting 3) The composite likelihood is maximized to estimate correlation
dynamics. This approach has been showed to be feasible for N = 1000

assets. The implementation is based on an existing MATLAB library, which is
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both modified and translated to C for increased performance. Best overall
performance was achieved with the nonlinear shrinkage dccGARCH model
when compared to other shrinkage methods.[8, 9]

There are also other methods than GARCH for modeling financial time series.
Firstly, it is possible to combine ARMA models with GARCH model, such that
also returns are predicted. Recently machine learning and deep learning have
been utilized for the prediction of prices and returns. One possible method
is to use semantic data and natural language processing (NLP) to forecast
stock performance. Other methods include neural network approaches and
deep learning applications. The forecasting with neural networks and deep
learning can be done in many different ways. Some viable approaches are
trend or price prediction based on fundamentals. Time series forecasting is
not as popular, but it should be possible at least with deep learning methods.
[10, 11, 12, 13]

2.2 Asset classification and clustering based on histori-
cal data

Portfolio managers have always sought to construct portfolios where the
underlying risk is minimized by diversification of portfolio assets. This
means that the portfolio should not be weighted too much with assets of
which performance presumably correlate with each other. A common belief
in finance is that assets which belong to same industry have the tendency to
correlate with each other more and thus should be avoided having together
in the same portfolio.

Different kinds of industry classifications for assets can be used for portfolio
diversification, one popular being the Global Industry Classification Standard
(GICS), which is maintained by MSCI and Standard & Poor’s. GICS is a
four-tiered, hierarchical industry classification system and its structure can
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be seen in Figure 1 and the GICS sectors can be seen in Figure 2.

Figure 1: Structure of Global Industry Classification Standard (GICS).
Retrieved from https://www.msci.com/gics on 24.4.2018. [14].
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Figure 2: Main Sectors and Industry groups of GICS. Retrieved from
https://www.marketindex.com.au/asx-sectors on 24.4.2018 and verified
with the MSCI GICS data. [14, 15]

10



GICS classifications are annually reviewed and companies are classified
quantitatively and qualitatively. Each company is assigned a single GICS
classification at the sub-industry level according to its principal business
activity for which revenue is used as a key factor. The GICS classification is
more distinct than the other alternatives and is better supported by validity
tests (the importance of industry classification in estimating concentration
ratios). GICS classification data distributed by MSCI is used by over 200
global institutions, including nine of the top ten buy-side and sell-side firms.
[14]

There is less literature than expected about the actual performance of GICS
compared to different grouping methods of assets in terms of portfolio risk
management. Assets can be grouped together by using methods which recog-
nize the amount of comovement they have. Known factors for comovement of
assets include Categories, Fundamentals, Trader habitat and Institutional
investing. Categories are such classifications as GICS. Fundamentals are
the actual value of the asset and measures of it, such as revenue, debt and
market cap. Trader habitat can be traders only trading a subset of securities
and lack of information and restrictions of traders. Institutional investing is
investors trading assets owned by them in a similar fashion. [16]

It is notable to say that short and long run correlations of assets have in-
creased after the 2008 financial crisis, which basically means that the co-
movements of assets have been less random from that point on. The most
important remark however is that from a portfolio diversification point of
view, different clustering methods have been more effective for grouping
assets than industry classifications [17, 18].

Clustering is a mathematical method which groups a set of objects to different
groups based on the similarity of the objects. Clustering methods can be
divided to hard and soft clustering methods. In hard clustering each object is
a part of one cluster and in soft clustering each object can be a part of several
clusters with some weight.
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In clustering of assets the similarity of assets is usually defined as the
correlation of the asset performances over some time period. The usual
metric for asset performance are the returns of the assets possibly adjusted
with some logarithmic function. The correlation matrix for the matrix X of
time series of returns is defined by

corr(X) = (diag(Σ))−
1
2Σ(diag(Σ)−

1
2 (12)

where

Σ = E[(X − E[X])(X − E[X])T ] (13)

is the covariance matrix. The elements of corr(X) are the Pearson correlation
coefficients between each of the variables in X. In case of asset clustering
these variables are different assets. Most asset clustering cases in literature
use the Pearson correlation, but it has also been shown that using partial
correlations instead can distinguish better firms in vastly different businesses.
[17].

Correlation based clustering of assets can be performed using only the corre-
lation matrix or alternatively by using different correlation based clustering
methods as chaotic map algorithms and ultrametric correlation matrices
[19].

In the literature assets have been usually clustered by using either agglom-
erative hierarchical clustering, k-means clustering or fuzzy C-set clustering.
Most publications we found on asset clustering use agglomerative hierarchi-
cal clustering. This is understandable, because the literature suggests there
is a hierarchical structure in the underlying stock return data [20]. Many of
the industry classification methods like GICS are hierarchical which makes
the comparison of hierarchical clustering to them a lot easier. Agglomera-
tive hierarchical clustering is a hard clustering method performed using a
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Phase Action

1. Set every variable to be its own cluster.

2. Merge the clusters with the smallest distance inbetween

them.

3. Repeat step number 2 with recalculated distances until

wanted amount of clusters.

Table 1: Agglomerative hierarchical clustering algorithm.

defined distance function to find the smallest distance between clusters. The
algorithm can for this can be found from Table 1.

In case of correlation based clustering the distance is calculated between the
rows of the correlation matrix. The distance metric d(a,b) between two data
points is usually defined to be the Euclidean distance

||a− b||2 =

√∑
i

(ai − bi)2. (14)

Other distance metrics exist such as squared euclidean distance, Manhattan
distance, maximum distance and Mahalanobis distance. In literature using
these for asset clustering is a rarity.

For the algorithm the distance between two clusters has to be also defined.
This is called the Linkage criteria. The hierarchical clustering can be further
named according to the linkage criteria used. Some linkage criteria for two
clusters A,B are introduced in Table 2.

All of these linkage criteria have been used in the literature regarding asset
clustering but the choice has been rarely explained. Most likely the choice
of method has been done based on the results ability to distinguish assets.
The complete-linkage clustering can be interpreted as the most conservative
choice since the distance separating two assets within same cluster is always

13



Linkage method Formula

Complete-linkage clustering max{d(a,b) : a ∈ A, b ∈ B}.
Single-linkage clustering min{d(a,b) : a ∈ A, b ∈ B}.
Average linkage clustering 1

|A||B|
∑

a∈A
∑

b∈B d(a,b).

Table 2: Linkage methods for hierarchical clustering

shorter than distance between that cluster any other cluster [21]. Using
single linkage method can lead to so-called "chaining effect", where distances
between data points inside a cluster can be massive compared to distances
between clusters [22] [19].

Performance of GICS against asset clustering has been studied a bit but not
as much as was expected. According to “Clustering stocks using partial corre-
lation coefficients” (Sean S. Jung, Woojin Chang): “in most cases, the firms
in the same sector are not grouped together into a single cluster”. Partial
correlations were used instead of Pearson correlations in the publication and
the result "clearly indicates that the GICS sector classification is not the
best one to divide the firms if one seeks to minimize the correlation in stock
returns" [17].

According to correlation based comparison in "Industry classifications and
return comovement" by Chan et al, assets with the same GICS classification
tend to correlate the larger they are. With fewer assets the effect was less
clear [23]. A multi-factor model with agglomerative hierarchical clustering
has led to a result that cluster based strategies bring more profit than the
strategies based on ICB industry classification, and that diversification by
clustering is more beneficial than diversifying by ICB industry classification.
The result is clearer in favor of clustering based approach when the market
is more volatile [18].
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3 Approach

3.1 Data

We received the data from ELO in batches. First we received a list of the
companies with some meta data, such as names, tickers, countries et cetera.
After this, we received the historical daily returns for approximately 3000
European stocks. The data only includes stocks that were listed on the last
day included in the data set. Thus the further into the history we go, the
more inputs are missing. This is called survivorship bias and the effect can
be seen in Figure 3. We can also view this from other perspective to analyze
how many companies are listed in the stock exchange. For example, we can
see that the proportion of companies available grows very slowly on and
some time after financial crisis of 2008. This means that the data is overly
optimistic. This also limits the number of usable stocks, since we want to
have as complete data as possible when analyzing the time series of returns
and fundamentals. The fundamentals were received later and they were
combined in R with the historical and meta data.

When the data was used for correlation, some stocks were removed from
the analysis if more than 20% of values were missing. One explanation for
missing values is that the stock was not traded enough. Since all stocks
are missing some values, for example due to bank holidays, a logarithmic
5-day moving average was calculated to smooth over the missing values. The
fundamentals were also assumed to be lagged by approximately two months,
since the figures are released in reports later than they have actually realized.
The fundamentals data includes some outliers, such as companies that have
much larger market cap than rest of the companies. To avoid problems in
clustering caused by outliers, these are handled in the clustering phase by
first standardizing them by subtracting the mean and dividing them with
standard deviation and and capping the extreme values closer to rest of the
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Figure 3: The proportion of NA in the historical returns. The portrays
the proportion of companies not available compared to original n=3050.

data. Otherwise those outliers have huge distances which would dominate
clustering and the outlier companies would create their own clusters that
include only one stock. The code allows the user to select the fundamentals
that are used to supplement the correlation matrix when clustering. The
distances caused by differences in fundamentals data are larger than the
distances measured from correlation matrix, but the correlation matrix is
quite large (often in the range of 2000 by 2000 matrix) compared to the
number of fundamentals. Thus they should have some sort of a balance.
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3.2 GARCH modeling

The forecasting of covariance and correlation matrix was done in R using
packages rugarch for univariate models and rmgarch for multivariate mod-
els. The dccGARCH models allowed us to first model all the univariate time
series models. We tested standard GARCH, eGARCH and gjrGARCH. For
the multivariate model we used dccGARCH and fdccGARCH. Most of the
testing was done using 100 to 250 stocks. Several problems were encoun-
tered in modelling. First, we ran R on Ubuntu 16.04. We were not able to
solve the root cause, but the performance on Linux was subpar compared
to Windows. We suspect that the solver used for multivariate estimation
was somehow incompatible or broken on Linux implementation. We also
often found that univariate models did not converge, multivariate models
reached singularity or the estimation process broke somehow with various
error messages especially with larger number of stocks used. The libraries
are quite high-level (on abstraction) and debugging was quite difficult. We
were not able to solve what caused error messages such as "Non-numeric
argument passed to binary operator". The modeling seemed to work up to
250 stocks reasonably well, especially on Windows.

3.3 Time series and fundamentals based clustering

The clustering process based on correlation matrices estimated from histori-
cal data and fundamentals was very data driven. We did do it parallel to the
literature review but were not able to find clear consensus from the literature
what would be the best approach, since different clustering methods, time
windows, fundamentals and geolocations have been used. Since we were not
able to form a forecasting process for the correlation matrix, we settled to do
the clustering analysis based on the historical data and fundamentals. The
clustering analysis can be performed for varying periods of time or windows
(for example, three months of data selected from the time period of interest
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is used for the correlation matrix) and the overlap of windows and total cov-
erage (time period of interest) can be controlled. In each window, the latest
fundamentals is used to supplement the correlation matrix. For comparative
analysis, we calculated average within and inter cluster correlation. These
figures can be then compared between different methods using box plots. We
also calculated the overall correlation of the stocks and see how different
clustering methods compare against it. We also extracted the mean and
standard deviation of fundamentals for one clustering output to see if we can
find any patterns explaining the output of clustering.

A critical information about stock clustering is how far into the future the
clusters are valid and provide a means for portfolio management. If the
clusters would remain similar for an extended period of time, clusterings
made from data of consecutive periods of time should have similar clusters.
To investigate this, cross tabulating consecutive clusterings and maximizing
the trace of the resulting matrix can be calculated. If the clusterings would
be exactly the same, only the diagonal of the resulting matrix should be
non-zero. This, however, did not happen. In fact even with clusterings made
from overlapping periods of time had very many off-diagonal elements.

We developed an alternative way to measure the stability and how long the
clusters provide means for portfolio management: correlation tracking. A
clustering was built from a 6 month period of time using both correlation
of weekly averaged log returns as well as a set of fundamental variables
as was done in the previous examples. Then, the within and inter cluster
correlation was calculated every 30 or 5 days for 2 years or 3 months. The
correlations were corrected with baseline correlation of the entire stockset.
Identifying a point where the within cluster correlation declines to stable
levels gives an estimate how long the clusterings provide added value on
portfolio diversification.
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4 Results

4.1 GARCH forecasting

Since we mostly did modeling on Linux and the process was computationally
very heavy, we tried to forecast approximately three months separated from
a four year long time series of daily running five day average log returns.
In the example below, gjrGARCH models were fitted to each of the 250
univariate time series. After this, a fdccGARCH model, which allows the
dynamics of between the stocks to change over time, was estimated on the
fitted univariate time series. Both models used standard normal distribution
for noise term. No external regressors were used.

To estimate the goodness of predicted correlation matrix we can compare the
correlation heat maps between predicted and real three month correlation
matrices. The predicted heat map can be seen in Figure 4 and the real
correlation matrix can be seen in Figure 5. We can clearly see that the
model dramatically underestimates the correlations between stocks. We can
faintly see similar pattern emerging in the predicted correlation matrix heat
map, but the effect is much weaker. We can also see the lacking predictive
performance of the forecast in the histogram in Figure 6, which shows the
difference between real correlation matrix and forecast. We can observe that
the differences are quite normally distributed and we have quite a lot of large
differences, especially when we consider that our correlation is between -1
and 1. Thus, even difference of 0.1 is quite large a difference. Based on our
observations, it seems that forecasting large covariance matrices using basic
models implemented in R packages are not accurate enough and fine tuning
thousands of univariate time series would be quite tedious.

19



Figure 4: Predicted three month
correlation matrix using gjr-
GARCH + fdccGARCH models for
250 stocks.

Figure 5: Real three month cor-
relation matrix using gjrGARCH
+ fdccGARCH models for 250
stocks.

Figure 6: Difference between real correlation matrix and forecast.
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4.2 Clustering

4.2.1 Comparison of hierarchical clustering, GICS and FactSet clas-
sifications.

Figure 8 shows boxplots for average within and inter correlation of classi-
fication based on historical returns in selected window, fundamental data
combined with historical returns, GICS and FactSet. Both hierarchical clus-
tering methods use 12 cluster to match the number of GICS clusters. The
FactSet uses 20 sectors. The selected time period starts from 31-12-2017 and
runs two years backwards with window length of 4 and overlap of 1 months.
Total of 8 windows are used for each clustering method.

As shown in from the Figure 8, the hierarchical clustering seems to create
slightly clearer difference between average within and inter cluster correla-
tion. Even though the FactSet has more clusters than GICS and hierarchical
methods, it still cannot separate cluster very well and hierarchical methods
provide more separation for clusters. With hierarchical clustering in later
windows we can see that we can create clusters that have very low aver-
age correlation with rest of the clusters. However, the performance greatly
depends on the selected window. We will address this behavior in Section
4.2.3.

If we increase the number of cluster and granularity of the industry classifi-
cation, we see some positive reactions in terms of correlation. Figure 9 show
how number of outliers sharply increases when the number of clusters is
increased. Especially the hierarchical clustering benefits from more clusters.
We see much stronger separation in the within and inter correlation during
in windows where the correlations are weaker. When GICS and FactSet are
used, the number of outliers increases sharply.

Hierarchical clustering introduces a lot more variation in the within and inter
cluster correlation as GICS and FactSet clusters. Exact reason is difficult to
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determine but the reason probably lies in the more deviating cluster sizes of
hierarchical clustering. This leads to larger differentiation in the clusters.
An example and comparison of clustering sizes in a typical hierarchical
clustering of 12 clusters and GICS sectors is in figure 7.

@NA Information Technology Materials Energy

GICS sectors sizes

0
20

0
40

0

2 3 4 5 7 6 9 1 8 11 10 12

Typical hierarchical clustering of 12 clusters

0
20

0
60

0

Figure 7: Cluster sizes in typical GICS sector clustering and 12 cluster
hierarchical clustering. Hierarchical clusters have more deviation in
cluster sizes.
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Inter vs. within cluster correlations, hierarchical clustering
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Inter vs. within cluster correlations, hierarchical clustering with funda variables
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Inter vs. within cluster correlations, GICS Industry Sector

●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●

●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●

●●●

●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●

●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●

●●●

W
in

_1
, i

nt
er

W
in

_1
, w

ith
in

W
in

_2
, i

nt
er

W
in

_2
, w

ith
in

W
in

_3
, i

nt
er

W
in

_3
, w

ith
in

W
in

_4
, i

nt
er

W
in

_4
, w

ith
in

W
in

_5
, i

nt
er

W
in

_5
, w

ith
in

W
in

_6
, i

nt
er

W
in

_6
, w

ith
in

W
in

_7
, i

nt
er

W
in

_7
, w

ith
in

W
in

_8
, i

nt
er

W
in

_8
, w

ith
in

0.
0

0.
2

0.
4

0.
6

Inter vs. within cluster correlations, FactSet Econ Sector

Figure 8: Boxplot of within and inter cluster correlation for different
methods using two years of data and four month windows with one
month of overlap resulting total of eight clusters. 12 clusters and GICS
sectors, 20 FactSet Econ sectors. Gradient color scale has no significant
purpose.
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Inter vs. within cluster correlations, hierarchical clustering, n=40
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Inter vs. within cluster correlations, hierarchical clustering with funda variables, n=40

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●
●●●●

●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●

●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●

●●●●●●●●●●

●●●●

●●●●

●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●

●●●●●●●●●●●●●

●●●●●●●
●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●

●●●●●

●●●●

●●●●●●●●●●●●●
●●●●●●●●●●
●●●●

●●●●●●●●●●●●●

●●●●●●●●●●

●●●●

●●●●●●●●●●
●●●●●

●●●●

●●●●●●●●●●●●●

●●●●●●●●●●

●●●●●

●●●●

●●●●
●●●●●●●●●●●●●

●●●●●●●●●●

●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●

●●●●●●●●●●●●●

●●●

●●●●●●●●●●

●●●●

●●●●

●●●●●●●●●●

●●●●

W
in

_1
, i

nt
er

W
in

_1
, w

ith
in

W
in

_2
, i

nt
er

W
in

_2
, w

ith
in

W
in

_3
, i

nt
er

W
in

_3
, w

ith
in

W
in

_4
, i

nt
er

W
in

_4
, w

ith
in

W
in

_5
, i

nt
er

W
in

_5
, w

ith
in

W
in

_6
, i

nt
er

W
in

_6
, w

ith
in

W
in

_7
, i

nt
er

W
in

_7
, w

ith
in

W
in

_8
, i

nt
er

W
in

_8
, w

ith
in

0.
0

0.
2

0.
4

0.
6

Inter vs. within cluster correlations, GICS Industry
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Inter vs. within cluster correlations, FactSet Industry

Figure 9: Boxplot of within and inter cluster correlation for different
methods using two years of data and four month windows with one
month of overlap resulting total of eight clusters. 40 clusters, 69 GICS
industries and 168 FactSet industries. Gradient color scale has no
significant purpose.



4.2.2 Financial figures of hierarchical clusters

We also studied the relative financial figures of clusters created with hierar-
chical clustering using data from 2017 with window of one year and using
last financial figures from 2017. Note that the clustering is based on limited
fundamental values, that is, the outlier values are capped to 5th or 95th
percentile in order to avoid them forming their own clusters of one stock, but
in the Table 3 the non-capped values are used.

Table 3 shows the mean and standard deviation of EBITDA-%, FreeCashFlow
(FCF)-%, NetMargin, MarketCap per Turnover, MarketCap per Earnings and
NetDebt per Equity. First, we can see that the size of the clusters varies, the
smallest consisting of only four stocks and the largest including 856 stocks.
If we look this clusters figures in the Table, we notice that the standard
deviations are very large compared to mean values. If we consider how
hierarchical clustering works, we can assume that in the smallest cluster
some outlier stocks are grouped, which would explain the small size of the
cluster. Nevertheless, the standard deviations tend to be still quite large,
which could indicate that most of the clusters include "abnormal" stocks. It
it very difficult to find clear patterns in the figures that could explain the
results of the clustering but we can try.

Cluster 1 seems to have quite high and positive MarketCap per Turnover
but not as strong negative Market Cap per Turnover. This cluster might
include large companies that have been unprofitable. The standard deviation
is large which is possibly explained by outlier companies. Cluster 10 is
quite close to the average, so maybe it includes very "average" companies.
Cluster 11 has very negative EBITDA-% and FCF-%, indicating that very
badly performing companies might be clustered into same cluster at least to
some extent. In cluster 3 the negative MarketCap per Turnover might sound
impossible but it is actually correct depending on the company structure and
accounting rules. Clearly, there are clusters with different values for each
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relative fundamental even though interpretation is difficult. It might be that
for example looking at EBITDA-% we might have clusters where we have
companies with positive EBITDA-%, clusters with close to zero EBITDA-%
and clusters with very negative EBITDA-% but the effects are not clear
enough to draw any definitive conclusions.

But as said before, it is very tedious to find strong root causes for the cluster-
ing output. If one were to analyze the root causes, it would be beneficial to use
smaller subsample, where the effect might be clearer. The outliers and mix-
ture of companies with positive and negative values make the interpretation
from means and standard deviations difficult.
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Table 3: Relative fundamentals of 12 clusters based on return and
fundamental data of stocks in 2017

V1 N EBITDA-
% mean
(sd)

FCF-%
mean (sd)

NetMargin
mean (sd)

MarketCap
per
Turnover
mean (sd)

MarketCap
per Earn-
ings
mean (sd)

NetDebt
per Eq-
uity
mean (sd)

1 100 -7.76
(75.08)

-5.88
(54.91)

0.00
(0.36)

168.39
(1592.28)

-24.61
(473.51)

0.51
(4.20)

2 856 -0.19
(5.35)

-0.32
(4.03)

0.06
(1.09)

7.53
(86.06)

24.50
(247.59)

-0.03
(6.04)

3 754 -1.13
(35.19)

0.12
(4.26)

0.16
(0.70)

-6.22
(251.23)

25.83
(84.23)

0.50
(1.13)

4 343 -0.13
(3.04)

-1.47
(22.69)

-0.02
(1.33)

54.37
(887.11)

29.76
(135.66)

0.16
(1.51)

5 61 -0.02
(1.07)

-0.26
(1.05)

0.05
(0.33)

6.78
(12.50)

34.59
(227.30)

-0.09
(0.95)

6 208 -2.08
(27.87)

-1.64
(19.21)

0.04
(0.39)

22.69
(195.57)

11.61
(448.42)

0.10
(1.05)

7 99 0.04
(4.08)

-0.38
(1.92)

-0.01
(0.43)

16.68
(76.67)

364.12
(2515.96)

0.81
(6.57)

8 77 -5.43
(35.32)

-6.03
(33.62)

-0.21
(1.70)

25.01
(97.03)

-2.87
(90.46)

0.24
(1.50)

9 76 -0.66
(3.05)

-1.51
(4.78)

-0.26
(1.95)

8.60
(21.55)

-6.97
(555.92)

0.76
(3.57)

10 123 1.46
(16.53)

-3.95
(26.34)

0.08
(0.39)

38.01
(336.54)

30.74
(108.46)

0.18
(1.35)

11 64 -13.70
(101.19)

-13.15
(100.35)

0.29
(2.15)

79.97
(561.52)

-165.52
(1347.04)

0.30
(4.21)

12 4 -9.75
(19.66)

-9.83
(19.70)

-0.21
(0.54)

95.01
(188.50)

-3.52
(21.84)

-0.15
(0.67)

Avg. 230 -3.27
(27.29)

-3.69
(24.41)

0.00
(0.95)

43.07
(358.88)

26.47
(521.37)

0.27
(2.73)
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4.2.3 Baseline correlation

As addressed in the previous Section, we noticed that the correlation of the
stocks seems to change over time. In Figure 10 we have the mean correlation
development from 2016 to 2018. We can see the mean correlation of the
stocks vary strongly over time. Notably, since the 2017, there has been only
very weak correlation in our stock universe. We also wanted to study the
effect of a financial crisis. In the same Figure we see that the correlation
after the mid-2008 was quite strong due to the bear market, but all together
the correlations from 2007 to 2009 were moderately strong.
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Figure 10: Total mean correlation from 2016 to 2018 and from 2007 to
2009
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We also studied the yearly effects. In Figure 11 we can see mean correlation
development for first quarter of 2016 and 2008. The year 2016 has been a
rollercoaster ride, as the mean correlation has been bouncing between 0.1
and 0.5, before it has settled down to 0.1 range. In 2008 we can possibly
notice the effect of financial crisis, because in mid-february 2008 the mean
correlation soars from nearly zero (notice the small dip just before the jump)
to 0.5. This is caused by most of the stocks crashing, but it also indicates that
some stocks might have not correlated strongly with other stocks.
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Figure 11: Total mean correlation in 2016 and 2008
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4.2.4 Correlation tracking

We tracked correlations for hierarchical clustering in 2016-2018, monthly for
two years and every 5 days for 3 months in 2016 to provide tracking with
different resolutions. Another tracking was calculated monthly for 2007-2009
and every 5 days for 3 months in 2008. Clustering size was either 12 or
40. Correlation tracking for the same tracking periods and resolutions was
performed also for GICS sectors and industries for comparison

Figure 12 shows how the within and inter correlation of the clusters evolves
starting from 2016, using six months of data to form the clusters and rolling
window of one month to track the correlation. The line represents a weighted
average based on size. The baseline correlation has been dominant in both
hierarchical data based clustering and in GICS clusters. The weak effect that
was achieved with hierarchical clustering quickly diminishes, within corre-
lation shrinks and inter correlation approaches zero, too. With GICS, the
within correlation seems to be more stable and the inter cluster correlation
remains through the time period at zero. There are large clusters in data
based cluster and in GICS clusters (companies with no GICS classification)
which most likely have poor performance due to large size and their weight
also pulls average correlation to lower level than expected. If we increase
the number of clusters for both GICS and hierarchical clustering, we obtain
higher within correlation and lower inter correlation. We can see this effect
in Figure 13. The number of hierarchical clusters is lower, since already now
half of the clusters have less than 30 stocks. In long-term perspective, the
GICS seems to perform better, though in short-term perspective the hierar-
chical clustering offers higher correlation. It feels natural that if we increase
the number of clusters we get more granularity and thus more separation
between the clusters. But we can also notice that our implementation with
this data produces few large clusters and many small ones.
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Figure 12: Correlation tracking from 2016 to 2018 using rolling one
month window for tracking, with clusters formed using six months of
data, 12 GICS clusters and 12 hierarchical clusters. Baseline correlation
removed.
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Figure 13: Correlation tracking from 2016 to 2018 using rolling one
month window for tracking, with clusters formed using six months of
data, 68 GICS clusters and 40 hierarchical clusters. Baseline correlation
removed.

Figure 14 shows the tracking in 2016 with shorter rolling window and the
clustering is based only on three months of data. In this one the hierarchical
clustering seems to work slightly better compared to longer window and
also when compared to GICS. However, the correlation is very weak. If we
increase the number of cluster as in the previous case,there is quite good
improvement on the short-term performance. Long-term performance is on
par with GICS. This can be seen in Figure 15.
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Figure 14: Correlation tracking from 2016 to 2018 using rolling five day
window for tracking, with clusters formed from three months of data,
12 GICS clusters and 12 hierarchical clusters. Baseline correlation
removed.
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Figure 15: Correlation tracking from 2016 to 2018 using rolling five day
window for tracking, with clusters formed from three months of data,
68 GICS clusters and 40 hierarchical clusters. Baseline correlation
removed.

We also studied the same effect from 2007 to 2009. This period includes
the financial crisis of 2008, which was very strong bear market for stocks.
In Figure 16 we can see the correlation tracking with six months of data
used for clustering and one month rolling window for tracking, with 12
hierarchical and GICS clusters. The weak correlation diminishes quickly and
after this the performance is very similar to GICS, though the GICS might
have slightly stronger reaction to 2008 financial crisis and strong downwards
trend even with the baseline correlation removed. If we increase the number
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of hierarchical clusters to 40 and GICS clusters to 68, we notice that again
the hierarchical clustering outperform GICS in within cluster correlation,
but only for very short period. This can be seen in Figure 17.
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Figure 16: Correlation tracking in 2008 using rolling one month window
for tracking, with clusters formed using six months of data, 12 GICS
clusters and 12 hierarchical clusters. Baseline correlation removed.
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Figure 17: Correlation tracking in 2008 using rolling one month window
for tracking, with clusters formed using six months of data, 68 GICS
clusters and 40 hierarchical clusters. Baseline correlation removed.

Figure 18 shows the correlation tracking for year 2008 alone, using 12 hier-
archical and GICS clusters with five day window and clusters formed from
three months of data. From this we can see that in the first quarter of 2008
the GICS and hierarchical clustering have behaved differently. The hierar-
chical clustering has decreasing within correlation until mid-February where
the correlation starts to rise again, whereas the GICS does not have similar
concave pattern. In Figure 19 we can see the correlation tracking for 68 GICS
clusters and 40 hierarchical clusters. Both hierarchical and GICS behave
in same manner as with less clusters, but both have slightly higher within
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cluster correlation. In this case the data driven clustering does not seem to
outperform the GICS clustering as strongly.
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Figure 18: Correlation tracking in 2008 using rolling five day window
for tracking, with clusters formed from three months of data, 12 GICS
clusters and 12 hierarchical clusters. Baseline correlation removed.

37



Jan 01                             Feb 01                        Mar 01

−
0.

02
0.

04
0.

10

Within and inter cluster correlation, n=40, 2008

Time

C
or

re
la

tio
n

Within
Inter

Jan 01                             Feb 01                       Mar 01

−
0.

02
0.

04
0.

10

Within and inter cluster correlation, GICS Industry, 2008

Time

C
or

re
la

tio
n

Within
Inter

Figure 19: Correlation tracking in 2008 using rolling five day window
for tracking, with clusters formed from three months of data, 68 GICS
clusters and 40 hierarchical clusters. Baseline correlation removed.

We also tested earlier another approach to correlation tracking based on
confusion matrix. This representation gives some rough idea how well results
of two clustering outputs from different time windows resemble each other.
An example of this can be seen in Table 4. which shows that the clustering
is not stable. The rows are ordered to maximize the diagonal. The elements
represent number of common stocks in two consecutive outputs of clustering
algorithm. This is a arbitrary example but the results are very similar in
all cases. The clustering is not stable, the stocks move from one cluster to
another the consecutive windows.
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Table 4: Typical example of confusion matrix produced from two con-
secutive clusterings. The rows are ordered to maximize the common
stocks on the diagonal. The elements present number of common items
in clusters. The clustering is very unstable, since assets do not remain
in same clusters between clustering runs, but scatter to completely new
clusters.

1 2 3 4 5 6 7 8 9 10 11 12

4 14 11 4 10 22 20 9 8 8 9 4 6
5 7 14 37 18 29 14 4 11 5 2 9 13
6 17 26 90 37 145 46 30 18 26 28 21 27

11 8 3 11 13 18 6 6 3 12 1 3 4
3 4 16 102 36 287 62 18 13 9 11 4 8
2 9 20 52 41 115 63 16 9 25 25 9 16

10 9 5 12 14 10 5 9 3 7 7 0 8
8 13 23 53 21 93 36 27 27 28 14 8 17
7 1 0 14 9 12 4 5 6 17 6 1 3
9 8 8 26 14 39 12 15 6 21 21 6 12

12 2 1 4 1 4 1 1 2 4 1 0 2
1 17 16 22 25 28 13 20 9 26 24 5 24

5 Conclusions

Based on the results obtained we can draw some conclusions. The correlation
and covariance forecasting based on GARCH models is currently not feasible
for large number of stocks. There are better methods being developed and
implemented at least in the academia using MATLAB and C. These should
be kept in mind and reviewed again in the future.

The clustering based on historical returns and fundamentals of the stocks
seems to be slightly better option for diversification than using solely GICS.
At least in the data set used, the GICS classification provided no class for
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many stock. FactSet provides their own classification which is complete,
however, we saw no dramatic improvement in the performance using more
complete data. The added granularity did increase the within cluster corre-
lation but the clustering is not very stable. Based on results in correlation
tracking, the achieved clustering in the project provides superior correlation
performance for a time period of about a month from the end of the clustering
data time period when compared to GICS. This would mean that portfolio
allocations based on hierarchical clustering should be updated monthly with
new data to provide sound basis for portfolio diversification.

The work accomplished so far is not exhaustive and plenty of new questions
emerged during the process. We recommend that further work should focus
on experimenting with different clustering parameters to find a model which
has best performance in retaining high within correlation over time. Suitable
parameters to tweak are e.g. length of the time period used for clustering,
number of clusters, hierarchical clustering distance and linkage selection,
selection of fundamental variables, normalization of fundamental variables,
possible weighting of fundamental variables and data outlier detection and
removal both with respect to fundamental variables as well as returns data.
This is something that can be done straight off with the functions and ready
script code made for the project with also novice knowledge on the matter.

Reasons on why we had somewhat lower overall stock correlation than some
of the papers in the literature presented could be further investigated. It
would be also interesting to study how much historical data and certain
fundamentals explain of the variance of the stock. The list could be continued
to even further.

More advanced development could be about testing other clustering methods
besides hierarchical clustering such as k-means. Follow up on scalable and
efficient GARCH models for forecasting the correlation structure of the stocks
can also be fruitful.
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A Self-assessment

The project work was mostly carried out by making several sprints of few
days instead of constant working throughout the spring. There were multiple
periods of over one week when nothing was done for the project. This was
mostly due to tight calendar of our team members and bad scheduling where
the approaching deadline of deliverables became the force driving us to do
something for the project work.

In general, the project work turned out to involve a bigger workload than
expected. Even the clustering of assets, which in the beginning of the project
was supposed to be the one of the easiest parts, turned out to be quite
troublesome. Our knowledge of these methods was from previous courses
and was limited which led us to believe that implementing them to any type
of data set would be fairly doable. As we dug in to these methods and the
given data set it became clear to us that there are so many things that could
and should be accounted for when using certain types of methods for our
data set that we would not have the time to do even a nearly perfect analysis.
At the end of the project there were lots of different things that we could
have investigated but did not have the time to do so. The approach of using
forecasting models to form the correlation matrix was abandoned too late.
With proper literature review and model testing as stated in the project plan
this approach could have been abandoned nearly a month earlier. Our team
could have benefited on at least trying giving itself more strict deadlines for
action points.

Some of the scheduling problems we had were caused by slow communication
both from our and ELO side. We did not ask ELO as much questions as we
could have and some data deliveries took longer than expected, in which case
we possibly should have requested more actively the materials from client.

All team members were working part time in their own respective jobs and
also had other courses for the spring. The project work was not prioritized by
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us as much as these things and other aspects of life. Week before and after
the 1st of May celebration in Finland had us basically abandon the project
work for a while. The core of our project work, the R-code, was mostly written
by only one team member. This was a bottleneck which led to other two team
members not able to continue the project work sometimes even though they
could have had the time for it. Also since the team members had scheduling
issues, communication between team members regarding to who is on which
phase of their work was not always successful.

The fact that the course is graded only in terms of passed or failed had a
negative effect on our motivation of finishing the project work properly. Since
we are not graded with the usual number scale we had the impression that
our performance will not be thoroughly assessed, which led to decreased
motivation. The course was also one of the last courses in university for all
the team members and with all the team members being eager to fully start
the work life there might have not been as much motivation for the course
compared to earlier courses.

The project work was successful in teaching us different types of forecasting
and clustering methods and how to implement them on a massive data set.
We also learned not to make assumptions on workload caused by different
methods before performing a thorough review on these methods. Most im-
portantly the project work taught us project skills like how to scope a project
properly and how important it is to stay in schedule so that possible surprises
do not ruin the project flow. In future projects our team members will be able
to internally and externally communicate and keep track of what should be
done next much better.

45


