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1 Introduction

This project was made during spring 2015 in Aalto University School of
Science for the course Mat-2.4177 Seminar on Case Studies in Operations
Research. The project’s client was Microsoft Mobile Oy and the goal of the
project was to evaluate, whether we can create a forecasting model based on
the customer database they have collected. Additionally, the project’s more
far-reaching goal was to create a functioning model that the marketing divi-
sion of Microsoft can use in the future. The model should forecast customers’
future purchasing behavior. Our client asked us to take a mathematical ap-
proach to the problem, rather than explaining the drivers that explain the
buying behavior.

Customer-base analysis models have been the subject of much research over
the past few decades. These models are used for a variety of purposes such as
customer targeting, customer valuation or pricing segmentation. One of the
most influential models so far is the Pareto/NBD model (Schmittlein et al.
[1987]). This model applies to a non-contractual setting in which the end of
the customer relationship is not observed.

In recent years, there has been progress in the methodologies in the field
of customer-base analysis. However, in practice simple heuristics are still
commonly applied, see Verhoef et al. [2003]. Some authors have stated that
in the contractual setting, these complex models do not offer a substantial
improvement, see Donkers et al. [2007]. However, it is not clear whether
there is a clear difference in the non-contractual setting. We have decided
to review and implement one of these more sophisticated models. The result
of this project gives Microsoft Mobile relevant insight into whether it is fea-
sible to further develop and implement a more complex forecasting model.
The project is particularly interesting, because applications and empirical
analyses of these models are rare.

1.1 Marketing

Structural models, which rely on economic and/or marketing theories of con-
sumer or company behavior, have recently become more frequent among
marketing studies. They make it possible to test the behavioral theories,
such as consumer demand or choices, from which they are derived and to
obtain behavioral predictions of consumers: i.e. they aim both to explain
and to predict. When less emphasis is put on the actual theory and data



fitting is prioritized, we can talk about reduced-form models that represent
the consumer’s historical decision rules as derived from marketing data. The
resulting estimates can furthermore be used to predict future behavior of the
consumers, and the models can be validated by using for example time se-
ries, i.e. hold-out data (Chintagunta et al. [2006]). In recent years, advances
in information technology have resulted in the increased availability of cus-
tomer transaction data, largely due to the reduced costs of collecting and
storing customer records and the availability of distribution channels that
provide direct assess to the customer. This trend is closely linked to an ever-
growing desire on the part of the marketing manager to use the customer’s
transaction databases to learn as much as possible about the customer base.
In this framework, nowadays predicting the customer behavior is an impor-
tant element for success in any direct marketing activity, above all in a very
competitive market like the mobile industry.

1.2 Research Problems and Objectives

We are faced with a large customer transaction database, without the mone-
tary values of the purchases. The working title of our project is the following;:
Estimation of consumer repurchase behavior. We wish to develop a model
that would help the marketing department of Microsoft Mobile. The research
problem is divided into the following questions:

e What are the models for replacement forecasting proposed by academic
literature?

e Can we implement the models using R?
Furthermore, the chosen model should answer to the following questions:
e Which customers are most likely to be active in the future?

e What is the level of transactions we can expect in future periods from
our customers, both individually and collectively?

e How can we measure the quality of our forecast?

1.3 The Probability Modeling Approach

We approach the problem by assuming that a hidden underlying stochastic
process determines the behavior of a single customer. We only have a “foggy
window” as we attempt to see the customers’ true behavioral tendencies. We



cannot assume that the future behavior is going to be identical with the past.
For instance if a customer purchased two phones last year, there is a chance
that he might purchase zero or two or even four phones next year. Our goal
is to find suitable estimates for these unobservable and hidden processes.

We start by specifying a mathematical model where the observed behavior is
a function of an individual’s hidden behavioral characteristics. Here we de-
note the characteristics parameter by (#) and the function of the behavior by
f(0). We start by trying to characterize the observed behavior with a basic
probability distribution. The next step is to make assumptions about a mix-
ing distribution that captures the heterogeneity of . The distribution of 6
tells us how much the characteristics of different customers vary. Combining
the distribution of # with the distribution for individual level behavior gives
us a mixture model. By using the mixture model we can estimate the behav-
ior of a randomly chosen customer. Hereby, we can make future predictions
related to the behavior of a new customer.

1.4 Focus of the Study

First, we performed a literature review to get a general perspective on the
field of customer-base analysis. Our client gave us the freedom to choose
the model. However, they requested that we make the implementation us-
ing R-programming language. The size of the data we have is challenging
by size, so we had to focus on keeping the R-code as efficient as possible.
Furthermore, the information above is divided into different files. After try-
ing few alternatives, we implemented an algorithm that combines these files
relatively fast.

We reviewed several different models suggested by literature. We decided to
focus on the Pareto/NBD model. Literature suggest that the Pareto/NBD
model performs relatively well, when compared to other customer-base analy-

sis models (von Wangenheim and Wiibben [2009]). Furthermore, the Pareto/NBD
model has been implemented in the R-package BTYD (Dziurzynski et al.
[2014]). Due to the mathematical complexity of these models, building a
model from scratch would have required more time than we have available.

1.5 Structure of the Report

The report is organized in six parts: introduction, theoretical study, model
implementation, results and conclusions. The theoretical study reviews some



basic probability theory required to understand the later parts of the section.
Later in that section, we explain the theory behind our model and give the
appropriate references to find the full formulations. In the model implemen-
tation section we introduce our dataset and the implementation process and
difficulties related to it. Finally, the results are summarized in the fourth
section and the last part of the report contains the conclusions we made
related to the findings.



2 Theoretical Study

The purpose of this section is to introduce academic literature on the field of
customer base analysis. We begin by reviewing some elementary probability
theory required to quantify the behavior of the customers. Following that, we
summarize the Pareto/NBD model and discuss the estimation of the model
parameters. We have chosen to implement the Pareto/NBD model after dis-
cussions with our Microsoft Mobile contact, Lauri Salminen. Furthermore,
the Pareto/NBD model is currently discussed extensively in the field of cus-
tomer base analysis, see the work of Peter S. Fader and Bruce G. S. Hardie.

2.1 Survival Functions and Hazard Rates

Suppose that T is a random variable, which represents the lifetime of a
single customer. We define the lifetime of a customer to be the the time
interval between the first and the last Microsoft Mobile product purchase.
The customers go through two stages in their lifetime. They are alive for
some period of time and then become permanently inactive. The customers
who are expected to make a repurchase purchase are denoted as alive cus-
tomers. Whereas, the customers who are no longer purchasing Microsoft
Mobile products are denoted as dead customers.

In this report, we denote random variables with capital letters: T, X, Y,
etc. Additionally, we use lower case letters to denote the possible values of
random variables. Hence, “T" = t” says that the random variable T takes the
value t. Let the cumulative distribution function (cdf) of T be

Fr(t) = P(T <)

which specifies the probability that the random variable 7' is less than some
given value t. If we assume that F7 is differentiable, the derivative is called
the density function of T'. The corresponding density function is then

_ dFr(t)

fr(t) 7

The distribution of a random variable that describes lifetime is often given
in terms of the survival function,

Sp(t) = P(T > t) = 1 — Fr(t).



The survival function gives a probability of an individual surviving beyond
time ¢t. The force of mortality or more commonly the hazard rate is then
defined as

when we assume that the density fr(t) exists. The hazard rate tells us the
probability of a customer death just after time ¢, given that the customer
was alive at time ¢. The survival function can be written in terms of the
hazard rate, see Bedford and Cooke [2001|. Thus, the hazard rate and the
probability distribution function are equivalent ways of specifying the prob-
abilistic behavior of a lifetime variable. Often in practical situations we try
to guess the form of the hazard rate and recognize an appropriate family of
models. In this report, we use the recommendations of literature to choose
the hazard rates. The chosen hazard rates are discussed later on this report.
In the context of customer-base analysis, the hazard rate is often denoted as
dropout rate. We will be using the term dropout rate in the later sections.

2.2 Classifying Business Settings

In the Microsoft Mobile buyer-seller relationships neither the length nor the
usage or monetary volume is contractually fixed. In this non-contractual
setting it is especially challenging to forecast whether a customer will make
a repurchase and if so how many transactions will he conduct in the future.
The opposite is the contractual relationship, e.g. a mobile phone service
provider knows exactly when the buyer-seller relationship has ended. In our
case, Microsoft Mobile is not notified when a customer decides to purchase
a phone from a different company. It is relevant to correctly classify the
business setting before the modeling process, since the models suggested by
literature are notably different in the contractual and non-contractual case.

2.3 Heuristics

According to the study by Verhoef et al. [2003], many companies base their
marketing strategies on “gut feeling” and simple mathematics. Given the time
and money cost associated with implementing complex stochastic models, a
majority of the companies feel that they do not have to implement advanced
methods. To convince the companies, they would require a study where the
superiority of these academic models is clearly demonstrated.



One of the most common heuristics for the given problem is the RFM method.
The method analyses the value of a customer based on the recency of the
latest purchase, frequency of the purchases and monetary value of the pur-
chases. We omit the monetary value, because we are not considering models
with monetary value in this report. Common methodology for RFM is to
scale the recency, frequency ( and monetary value ) of every customer from
1 to 10. The customers with recency value 10 are those that have made the
latest purchases. Likewise, the customers with frequency value 10 are the
most frequent buyers. After selecting the values, we segment the data from
the intersection of the attribute values. We then have 1000 (10 x 10 x10 for
every attribute) different combinations. The results of the segmentation are
ordered in descending order, thus identifying the most valuable customers
which have the most recent and frequent purchases. The decision maker
then applies direct marketing according to some rule based on the order of
the customers.

2.4 Gamma Distribution

Gamma distribution is a two-parameter probability distribution function
family. The two parameters are shape parameter r and scale parameter a.
gamma distribution is frequently used to model waiting times. Furthermore,
in Bayesian statistics gamma distribution is commonly used as a prior distri-
bution for various types of rate parameters, such as the A of an exponential
distribution.

The probability density function for gamma function is

Oév'xr—le—az

f(zlr,a) = T (1)

Probability density functions for altering the shape parameter are shown in
figure 1 and for different scale parameters in figure 2. By choosing shape
parameter r = 1, we get an exponential distribution with scale parameter
a. With positive integer as a shape parameter r, gamma distribution is also
known as Erlang distribution. In our report, we use gamma distribution as
the Bayesian prior distribution for the customers latent parameters A and p,
that are introduced later in the report.
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Figure 1: Probablity density of gamma function with different shape param-
eters
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Figure 2: Probablity density of gamma function with different scale param-
eters

2.5 Negative Binomial Distribution (NBD)

Negative binomial distribution gives the probability of » — 1 successes and z
failures in x + r — 1 trials, and success on the (z + r)th trial. The negative
binomial (NBD) distribution arises as a continuous mixture of Poisson dis-
tributions, where the Poisson rate A follows the gamma distribution. This
is the less common way to define the NBD. In this formulation, the NBD
has a shape r and a scale a parameter, that come from the mixing gamma
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distribution. We can write the probability density function of the negative
binomial distribution as:

(X =alr,a) = /0 Fpoisson () (2) fgammaty, 122 (A)dA

T(r+2z) a \ [/ 1 \°
- I'(nz! \a+1 a+1) "’
where f are the corresponding probability density functions. Note that usu-

ally NBD is defined so that the distribution is discrete. Some examples of
the NBD can be seen in figures 3 and 4.

o r=2,p=08
o r=4,p=0.8
r=8, p=0.8
< 4 r=16, p=0.8
=32, p=08
© o \
o~ 4
S
T T T T T T
00 02 04 06 08 10

Figure 3: Probability density of NBD function with different number of trials

2.6 Pareto Type II Distribution

Pareto II distribution is a distribution specified by two parameters that are
scale s and shape 3. The Pareto II is a standard Pareto distribution that has
been shifted along the z-axis such that it starts at © = 0. The Pareto dis-
tribution arises as a continuous mixture of exponential distributions, where
the rate parameter p follows the gamma distribution. We can write the
probability density function of the Pareto distribution as:

f(t“g?ﬁ) :A fexp(ﬂ)(t)fgamma(s,%)(M)d'u
s 5 s+1
“5(55)
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Figure 4:
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Probability density of NBD function with different probability
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where f are the corresponding probability density functions. Even though,
the exponential is distribution is considered to be a light tailed distribution,
the mixing of exponentials produces a heavy tailed function. Examples of
Pareto distribution with different parameters can be seen in figures 5 and 6.

Figure 5:
rameters

00 02 04 06 08 10

Probability density of Pareto IT function with different shape pa-
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Figure 6: Probability density of Pareto II function with different scale pa-
rameters

2.7 Pareto/NBD model

The Pareto/NBD model was developed by Schmittlein et al. [1987], to de-
scribe repurchase behavior in a non-contractual setting. We have chosen
the model based on the recommendations in academic marketing literature
(von Wangenheim and Wiibben [2009]). The model is attractive for several
reasons:

1. The theoretical foundation is well established.
2. Limited information requirements, only purchase dates are required.
3. The model generates probabilistic outputs about future activity.

For the theoretical foundation, see Ehrenberg [1972|. The Pareto/NBD
model operates on three values (X = z,t,,t), based on customers’ past
purchase behavior. Here x is the number of purchases made by a single cus-
tomer, t, is the time when the latest purchase has occurred and ¢ is the time
of observation (time currently). The Pareto/NBD model builds upon the
assumption that purchases follow Ehrenberg’s NBD model and the dropout
events follow a Pareto distribution of the second kind. The Pareto/NBD
model makes the following assumptions:

(i) Customers go through two stages in their lifetime: they are first alive
for some period of time, then become permanently inactive.

(i) The number of transactions made by a customer (X) follows a Poisson

13



process with transaction rate A\. Therefore, the probability of observing
x purchases in the time interval (0,¢] is

()\t)xe—)\t

P(X(t) = a])) = =

. 2=0,1,2,..

(iii) A customer’s unobserved lifetime of length 7 (after he is viewed as
being inactive) is exponentially distributed with dropout rate p,

f(7lp) = pe™.

(iv) Heterogeneity in dropout (hazard) rates among customers follow a
gamma distribution with shape parameter s and scale parameter (3,

s,,8—1 _ —upB
alpls. ) = s

(v) Heterogeneity in transaction rates among customers follow a gamma
distribution with shape parameter r and scale parameter «.

(vi) The transaction rate A and the dropout rate p are independent and
vary between customers.

A Poisson process is a common and simple stochastic process for modeling the
times at which customers make the purchases. Thus, it is a natural choice for
our model. Assumption (ii) is equivalent to assuming that the time between
purchases follows the exponential distribution with transaction rate A,

f(t] — tj_1|)\) = )\G_A(tj_tjfl) tj > tj—l > 0,

where ¢ is the time of the jth purchase. The third assumption follows directly
from this. Assumptions (iv) and (v) are purely based on recommendations
of marketing literature. By heterogeneity, we mean that the personal pref-
erences vary according to the gamma distribution in the population. The
estimation of the model parameters is discussed in section 2.9.

The most relevant information that our models yields are:

e E[X(7)] is the total expected number of transaction in a time period
of length 7.

e P(Active|X = x,t,,t) is the probability that a customer with parame-
ters (x,t,,t) is still active at some time ¢.

14



e BE(X|X = z,t,,t,1) is the expected number of transactions X of a
customer with parameters (z,t,,t) in a time frame (¢,¢ 4 £].

Using this information, we can identify the customers that are the most
suitable targets for direct marketing. The customers with a high E(X|X =
m,tx,t,f) value are most likely going to purchase a phone in the given time
interval. Thus, these customers should get extra attention in the form of
direct marketing.

2.8 Model Parameters

We begin the estimation process by dividing the database into two parts, the
calibration period and the holdout period. The length of both these periods
should be sufficiently long. We have decided to use two periods with equal
lengths, which is suggested by Dziurzynski et al. [2014]. The holdout period
is used to validate the model and the calibration period is used to estimate
the model parameters. The model has four parameters (r,«, s, ), where
(r,a) are the shape and scale parameters of the gamma distribution that
determines the distribution of the variation of customer purchase rates across
individuals. Furthermore, (s, 5) represent the scale and shape parameters of
the gamma distribution that determines the variation of dropout rates across
individuals.

We made the assumptions that the customer transaction rate is a Poisson
process and that the parameter A varies according to the gamma distribution.
We can then use the formulation from the previous sections to define the
probability density function (pdf) of the mixture distribution:

F(X =alr,0) = F&Jj) (af—ly (ail)m’

which is the pdf of the negative binomial distribution (NBD). Likewise, we
assumed that the dropout rate is distributed exponentially and that the
parameter u varies according to the gamma distribution. Now the probability
density function of the mixture distribution is:

s 5 S-‘rl
ts,b) =2\ 20 )
1tio.) =5 (5%)
which is the pdf of the Pareto IT distribution. Furthermore, we defined A
to be the latent transaction rate of single customer. Similarly, we defined p
to be the latent dropout rate of single customer. Within the Pareto/NBD
model we get the following relations:
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e r/a represents the number of purchases an average customer has made
in one time unit

e s/ represents the dropout rate of an average customer in one time
unit

e Lifetime of an average customer is exponentially distributed with ex-
pected value 1/(s/p3).

When the shape parameter s approaches 0, the mean of u tends to zero.
This means that the lifetime of the customers become infinite, since there
is no dropout. Hence, the Pareto/NBD reduces to the simple NBD model.
When s approaches infinity the gamma distribution shrinks towards a mass
point at its mean s/f. The Pareto distribution gets close to an exponential
distribution with parameter p = s/5. Thus, the customers become more
homogeneous in their mean lifetimes. The effects of different parameters
is illustrated in figures 1 - 6. Overall, depending on the value of s, the
Pareto/NBD can approach either the NBD model or the Exponential/ NBD
model. We expect our model to lie between these two extremes.

2.9 Parameter Estimation

The Pareto/NBD model is currently recommended by many researchers in
the field of marketing. However, only a few researcher have successfully
implemented the model. This is a result of the computational complexity
of the model. The complexity issues arise from the difficulty of estimating
the model parameters. The marketing literature lacks a consensus which of
the proposed parameter estimation methods we should use. The methods
can be divided into two branches: the method-of-moments and the maxi-
mum likelihood estimation. Both of these branches contain several different
formulations. However, in a recent paper Fader et al. |[2005] stated that
method-of-moments approach is statistically more unstable and does not
have the desirable statistical properties commonly associated with maximum
likelihood estimation.

Maximum likelihood estimation (MLE) has desirable statistical estimator
properties and is the estimator of choice for many statistical models. The
important statistical properties can be found in Stuard and Ord [1987]. We
have decided to use the maximum likelihood formulation by Fader et al.
[2005].

Next we will provide the formulation for the model output estimation. Con-
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sider a customer who had x transactions in the period (0, ¢] with transaction
times tq,ts,...,t,. There are two possible ways this pattern of transaction
could arise:

i. The customer is still active at the end of the observation period (7 >
T). Now the individual-level likelihood function is the product of the
exponential density functions and the associated survival function is:

L[ty to, .. te, t, 7 > 1) = Ae M \eM27h) - \pmAl—ts)

— /\xe—)\t

ii. The customer became inactive at some time 7 in the interval (., t].
Now the individual-level likelihood function is

L(A|t1,ts, ..., t inactive at 7 € (t,,t]) = A"e ™.

From here we can see that the information on the timing of the x transactions
is not relevant in the model. The sufficient information we require related
to a single customer is (X = x,t,,t), as pointed out earlier. We can remove
the conditioning on 7, ¢ and A by integrating from ¢, to ¢ so that we get the
likelihood function for a randomly chosen customer. The steps can be found
in Fader et al. [2005]. We take the logarithm from the likelihood function
to make the calculations more simple. The likelihood function and the log-
likelihood function have the same maximizing parameters, hereby it does not
change the results. The sample log-likelihood function is

N
LL(r,a,s,5) = Z In(L(r,a, s, B)| X; = x4, te,, ti)) -
i=1

This can be maximized by standard numerical optimization routines. We use
an optimization routine provided in the R-package BTYD. The difficulties of
finding these parameters is discussed further in the report.
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3 Model Implementation

3.1 Data Overview

The basis for modeling was two datasets provided by Microsoft Mobile: cus-
tomer database and device database. The customer database consists of
consumer id, date of last active day and the market of which the customer
have activated their phone. The device database consists of consumer id,
purchase date and platform id which tells us which operating system runs on
the purchased phone. The size of the customer database is close to 3 million
records and the size of device database is 3.8 million records. The size of
the dataset is large which has quite an impact to the data manipulation as
it brings hardware requirements to the manipulation of the full dataset.

Noteworthy factor with the given datasets is that the they do not necessarily
cover the full purchase history of given customers, but the dataset is only a
sample.

3.2 Data Preparation

Before we could use our dataset with our way of modeling, we had to prepare
the datasets. The first task in the preparation was to remove outliers: 1)
every activation time of a phone which is done within 50 days of previous one
for the same customer is believed to be an outlier. 2) Every customer which
has more than 10 purchases are expected to be a reseller or other individual
which has other use for the phone than a regular customer.

After removing outliers from the datasets, the datasets had to be merged into
a one dataset which has the format required for the modeling. The format
of the final dataset consists of individual rows which have: customers id,
number of purchases with given time, time from last purchases and length of
customers time interval. The customers time interval is determined by the
first purchase and the last active date.

3.3 Case: Microsoft Mobile

By applying the Pareto/NBD model we wish to determine:

e Active and inactive customers

18



e Individual and collective transaction forecasts

Using this information, the Microsoft Mobile marketing division should be
able to target customers that are most likely going to make a purchase in
the near future. Furthermore, the marketing personnel can try to reactivate
some identified inactive customers. By focusing the direct marketing, the
customers get less annoyed and the direct marketing does not impact the
brand negatively. We hope that the results we present are motivation enough,
to look for and analyze alternative methodologies and approaches to find an
optimal marketing strategy.

We decided not to utilize the information regarding the date of latest activity
since we were unable to find a suitable extension to the Pareto/NBD model
that utilizes this information. Furthermore, the true meaning of this latest
activity date was unclear to us. It was not clear, if the date was an indicator
of latest use of a device or if the date was the latest response to a direct
marketing campaign. However, in the case of Microsoft Mobile the use of
this information would be a natural extension to the model.

We also had some modeling difficulties. The Pareto/NBD maximum likeli-
hood estimation revealed some abnormal behavior on the data set. Espe-
cially, the parameter s tended to converge to its estimation upper bounds,
reaching unrealistically high values. This means that the Pareto distribution
gets close to an exponential distribution. However, this kind of behavior is
not uncommon, as stated by von Wangenheim and Wiibben [2009]. We have
chosen examples to the next section where the parameters are realistic and
do not present this kind of behavior.
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4 Results

In this chapter we test our model with the given data and show some examples
of the results. We have seven different platforms and the customer behavior
might be different for each of them. We test some of them separately and
also together. Furthermore, we focus on the platform that Microsoft Mobile
finds the most relevant for marketing. By platform we mean the operating
system of the mobile phones. To run the test we first choose a sample size
of 10000 purchases to ensure we have enough of those customers who make
repurchases. To make the data more realistic we leave out those purchases
that have occurred within 50 days. We assume that this kind of activity is a
result of the same phone being activated multiple times. This should make
sure that the customers are actually buying the devices for themselves. We
also limit the maximum number of purchases per customer to 10 purchases
to get rid of the possible phone dealers.

4.1 Case: All Platforms

First we see how the model fits a situation where we use all six device plat-
forms together and use the sample size of 10000.

In figure 7 the purchase intervals are plotted as a histogram. The function is
decreasing exponentially with most intervals within 500 days but there are
some intervals even longer than 1000 days (3 years). The purchase intervals
less than 50 days are omitted here as explained earlier. This mean that we
have more active customers who are likely to purchase a new phone within
500 days than customers who make repurchases less frequently.

The customers are divided by the number of their repurchases and their
numbers are shown in figure 8. Our model overestimates the number of cus-
tomers who make 0, 2 and 3 or more purchases compared to the data. With
our model the number of customers decreases as the number of repurchases
increases. In this situation there are actually more customers who make one
repurchase compared to those who do not make a repurchase.

In figure 9 cumulative purchases are plotted against the time. The model fits
quite well to the actual data but it overestimates the number of purchases
with long time period.

The estimated number of repurchases a new customer makes during one year
(52 weeks) is 0.74 purchases. Parameters for the model in this case are
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Tracking Weekly Transactions
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Figure 9: The actual transactions and the transaction predicted by the model
by the week of occurrence for all platforms
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Figure 10: The distribution of parameter A

B=6.41, s =450 x 102, r = 6.38 x 107 and a = 1.61 x 102

In figure 10 we see the estimated distribution of A, which describes the het-
erogeneity in this dataset. Furthermore, you can clearly see a peak in the
figure, that represents the behavior of an average customer.

4.2 Case: Single Platform

Now we try the model with only one platform that we consider the most
relevant and use sample size of 10000. The estimated number of repuchases a
new customer makes during one year (52 weeks) is 0.44 purchases in this case.
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Figure 11: Histogram of purchase intervals for all the customers for a single
platform

Now the estimated parameters are 3 = 2.05, s = 2.45 x 102, r = 2.10 x 1076
and o = 3.84 x 102,

The purchase intervals are plotted in figure 11 and the function is quite
similar to the case with all platforms. When comparing the customers by
the number of their repurchases the model seems to be very close to the
actual data as seen in figure 12. However the model fit in figure 13 is not
perfect for weekly transactions. One difference with this platform is that
observated time period is shorter than for some other platforms. This might
effect the results as customers are likely to have less repurchases in shorter
time period. Especially several repurchases are rare.
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Figure 12: The actual number of repurchases plotted against the purchases
predicted by the model for a single platform
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Figure 13: The actual transactions and the transaction predicted by the
model by the week of occurrence for a single platform
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Figure 14: Histogram of purchase intervals for all the customers for all plat-
forms with 5000 samples

4.3 Effect of Sample Size

To test what effect sample size has for our results we estimate the model for
all platforms again using first only 5000 samples and then 50000 samples.
The estimated parameters are 3 = 2.14 x 10, s = 1.58 x 103, r = 1.27 x 1074
and o = 2.62 x 10'. Number of estimated purchases is now 0.70 in one year
for new customer, 0.04 slower than when using sample size of 10000.

The histogram of purchase intervals is plotted in figure 14 and again it is
quite similar to previous results. In figure 15 the number of customers per
repurchases is shown and the distribution is really similar with the case with
10000 samples. Our model predicts the number of customers to decrease as
the repurchases increase which is not the case with real data for the first
repurchase.

For the weekly transactions the outcome is again similar to the case with

25
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Figure 15: The actual number of repurchases plotted against the purchases
predicted by the model for a single platform

10000 samples as seen in figure 16 but now the transactions are more evenly
distributed over time. It seems that decreasing the sample size from 10000
to 5000 does not have strong effect on the outcome of our estimations.

Now we estimate the model for all platforms using sample size of 50000 which
is 5 times the original sample size. The distribution of intervals is shaped as
before but now it remains more of a logarithmic function as the sample size
increases as seen in figure 17. The estimated parameters are now [ = 2.08,
s = 1.28 x 10%, r = 5.10 x 107% and a = 3.07 x 102. Now the expected
repurchases for a new customer in one year is 0.84.

The number customers per repurchases is shown in figurel8 and the weekly
purchases in figure 19. The results are really similar to the case with sample
size of 10000. It seems that increasing the sample size this much does not
bring much of a benefit but requires more computing time.

The parameters from previous results are also shown in table 1.

Table 1: Parameters using different samples.

r a s g -LL r/a s/p
nior  6.41 4.50 x 102 6.38 x 107% 1.61 x 10> -4147.9 1.42x107%2 3.96 x 107®
i 205 2.45x 102 2.10x 107% 3.84 x 10> -544.7 837 x 1072 547 x 1078
ng, 214 158 x 10> 1.27 x 107* 2.62 x 10" -1982.9 1.36 x 1072 4.83 x 107
nsor 2.08 1.28 x 102 5.10 x 1079 3.07 x 10> -22369.8 1.62 x 1072 1.66 x 1078
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Figure 16: The actual transactions and the transaction predicted by the

model by the week of occurrence for a single platform
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Figure 17: Histogram of purchase intervals for all the customers for all plat-
forms with 50000 samples
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Figure 18: The actual number of repurchases plotted against the purchases
predicted by the model for a single platform with 50000 samples
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Figure 19: The actual transactions and the transaction predicted by the
model by the week of occurrence for a single platform with 50000 samples

28



5 Conclusions

Our project showed that it is possible to model customer repurchase behavior
to some point. However, the estimations require a large quantity of data from
a long period. In the fast changing world of mobile phone markets it is not
easy to gather data of repurchases as customers tend to change their mobile
phone company when buying a new phone. Also the fact that the data is
only from last few years and the customers are not buying phones often,
makes it difficult to estimate repurchases. This model might work better
with a customer database, where repurchases happen more often than once
in a year on average. The privacy laws are also limiting the data that a
company can gather from customers. Our Microsoft contact Lauri Salminen
made it clear that Microsoft Mobile is following all these regulations, so that
it compares favorably with its competitors.

The model we chose was far from perfect as it was often inaccurate and slow
to compute with large datasets. It was difficult to estimate parameters that
would make the model fit the data. This was due to the fact that the model
was mathematically really complicated. However we were able to estimate
the likelihood that a single customer will buy new phone in given time period
which is a good result as this knowledge can be used for marketing purposes
and especially for the timing of marketing emails.

The model also lacks the possibility to include the seasonality of the mobile
phone markets. We did not see any seasonality in our data so we decided
not to model it. With our model we can only estimate the time intervals of
purchases but we should also consider when the purchases take place. Also,
due to time constraints, we did not fully test if the model behaved differently
in separate markets.
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6 Appendix: Self-Evaluation

6.1 Summary of the Project

The target of our project was to find a model from academic literature that
can give us information about customer repurchase behavior and then im-
plement it to our client’s data. We achieved this goal and found a suitable
model that we implemented with R-language. The results are seen in this
project and even if they are not perfect some of the results can be useful for
marketing purposes.

6.2 Project Schedule

Our team was following the planned schedule well for most of the project.
However, problems with certain critical tasks led to delays on later tasks. It
was surprisingly difficult to find the correct academic literature. The very
last part of our project was finished behind our own schedule but we still
managed to finish our whole project before the deadline. Even tough the
course had a really long time span of nearly four months the most important
parts of our project were done during the final weeks. The first and interim
reports took a lot of time to finish and it resulted our team to spend too
much time on those instead of concentrating on the actual modeling. The
amount of work was more than we expected at the beginning.

6.3 Lessons Learned

Our project was a real eye-opener for us as it made us realize how versatile
applications mathematical models like Pareto/NBD can have and how they
can yield business benefits. Working with large data had its own challenges
but we managed to overcome them.

We also learned about project management. We learned how important the
planning part is and also to analyze the risks beforehand to know what to
to in case of failing something. Dividing tasks based on every team mem-
ber’s individual skills is important to utilize every member’s skills so that we
maximize the team performance.
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6.4 Comments about the Course

The concept of the course was interesting as it enables us to get a catch on
industry projects based on operation research. Every student was also able
to choose a topic suiting his or her own interests and work on this project.
However opposing other team’s work did not bring much additional learning
to the course as it was difficult to understand what was really going on with
other projects. This was emphasized with interim reporting. Furthermore, it
would be nice if the course followed the schedule of the periods. Many of the
older students do not have any courses in the fifth period and hereby have
started their summer jobs, so it is difficult to attend mandatory meetings.
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