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Abstract

This research project examined the optimizatiorermérgy consumption in mobile BitTorrent
networks. The energy consumption is an importamtofafor mobile devices as it sets
operational restrictions. The goal for the projeets to derive heuristic rules for the optimal
sharing behavior. The sharing in BitTorrent netvgovkas examined with mixed-integer linear

programming (MILP) model that represents idealaditun.

Two cases were used for the analysis. In the Gieste, we analyzed situations where the
download bandwidth is significantly larger than thpload bandwidth. In the second case,

download bandwidth equals upload bandwidth. Analygs made by examining the number of

devices possessing each file part; the numbeleopérts in possession of each device; average
upload and download speeds; the total number effddrts in the network; activity time for

devices, and capacity utilized.

In the first case, we made the following observatioan active device uploads at maximum
speed, maximum upload speed requires some plarmiagenergy consumption increases
linearly as the number of devices increase. Inrste®nd case following observations were made:
total activity time was more evenly distributed rihim the first case, active devices reached
maximum utilized capacity slower than in the ficase but it was sustained to the end of sharing;
sharing behavior seemed to form block of files, antlal seed remained active only the first
time steps that were required to upload all offtlegparts to network.
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1 Introduction

1.1 Background

BitTorrent is a file sharing protocol. It is mor#ie@ent than traditional file transferring
systems because files are transferred directly fom@ user to another. In a BitTorrent
network, there is first one device with a file whiis to be shared to all others. The device
that has the whole file and is sharing it, in otwerds uploading the file, is called a seed.
Device that is receiving or downloading is calledleech. Furthermore, a device
possessing some file parts but not the whole dilealled a peer. The shared file is divided
into small pieces (file parts) and these pieceslae sent to leeches in the network. After
the device has downloaded a file part, it startsigtoad the file part to different users.
This way the size of the network expands rapidlg aaveral peers are uploading and
downloading file parts simultaneously. Each devies some restrictions, for instance
how fast it can download or upload from the netw¢@ohen 2008)

BitTorrent was originally developed for PC netwankd it has been designed to minimize
time consumption so that all peers would get the ds quickly as possible. However,
BitTorrent can also be used in mobile networks.slith a case, energy becomes an

important factor as batteries restrict the enexgylable.

BitTorrent has been widely researched mostly foaysdin time consumption or the
theoretical behaviour of the network. Energy constiom has been investigated without
any proposed solutions concerning the sharing beta(Nurminen and Noyréanen 2008).

1.2 Objectives

The purpose of this project was to research theémaptway to share a file in the
BitTorrent network so that energy consumption ofides is minimized. The objective of
our project was to find heuristic rules on howdach the optimal energy. The idea was to
examine the optimal energy consumption behavioudifferent sized networks with

different parameters.

Optimal energy in this project is described asnheimum amount of time steps which
devices need to stay in total in the network tenex the whole file. We approached the

problem by creating a linear optimization probleriah was implemented with Matlab.
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We used a Matlab interface to solve the problerh Wjpress-MP, a program developed to
solve large-scale linear problems. Using Matlabegas better means for interpreting and

analyzing the results.



2 Model

This chapter describes the characteristics of feel inodel. First we consider the realized
assumptions. Section 2.1 describes the implemantstel in the form we finally left it.
Section 2.2 reviews the alternative models thaeveensidered to enhance the model and
reduce computational effort but did not actuallyrkvd=inally, in section 2.3, we revise

some of the issues that emerged in the modellioggss.

The main objective of the model is to optimize gyeconsumption of mobile devices.

The following assumptions are made to simplify tinedel:

1. All participating devices are energy-sensitive.

2. In idle phase power consumption is about zero. Hadeis in idle phase when it
does not download or upload anything.

3. In active phase power consumption is constant amek chot depend on the
download and/or upload speed. A device is in acgiiase when it uploads or
downloads at least one file part during the considéime step.

4. No devices enter or exit the network during thecpss.

5. In the considered network, there is an initial saed no other devices possess any
file parts in the beginning.

6. All devices follow a common strategy to share fike f

The assumption 3 is close to reality as an increéasgdownload bandwidth increases
energy consumption only slightly. Likewise, parhlleploading increases energy

consumption only slightly according to the clieftlee project.

The assumption 6 means that a device may not gq&iits own behaviour, for example,

choose when to download or upload. Instead, thearktis optimized as a whole.

The course staff, Antti Punkka and Juuso LiesiOyiled us with a model that we could
use as a starting point in our work. The model wars the whole network. This means
that if the same file part is uploaded and downéakldy two devices at the same time step,
the model does not take a stand on which of theadihg devices uploaded the file part to

which downloading device.



Optimization provides only one of the solutions ttHaad to the optimal energy
consumption. Usually there are several solutioret tiive the same optimal energy

consumption.

2.1 Final Model

2.1.1 Parameters

d; = download bandwidth (file parts per time stepjha device
u; = upload bandwidth (file parts per time step)red tlevica

The number of mobile devicek, the number of file partd(, and the number of time

steps,T, are also given to the optimization algorithm.

2.1.2 Variables

f(i,k,t) indicates whether the deviclas file park at timet (1) or not (0)
r(i,k;t) indicates whether the devicdownloads file park at timet (1) or not (0)

s(i,kt) indicates whether the devicaiploads file park at timet (=1) or not (0), integer

variable

Z(i,t) € {0,1} indicates whether the devicés active at time (1) or not (0)

2.1.3 Constraints

The same amount of file parts is downloaded andag#d during every time step:

Zir(i, k,t) — Zis(i, k,t) = 0 Vk,t (1)

At a time step, a device has a file part if it attg had it at the previous time step or if it

downloaded the part during previous time step:
fG,kt)—f(li,k,t—1)—r(,k,t—1)=0V ikt (2)

A device may upload file parts only if it is actjvend even then its upload bandwidth
cannot be exceeded:



z s(ik,t) — 230, £) *u(i) < 0 Vi, t 3)
k

A device may download file parts only if it is aci and even then its download
bandwidth cannot be exceeded:

> ri k) = 2,0 +d() < 0 Vit (@)
k

A device can upload a file part only if it alredalys it. If the device has the file part, it can
upload it at maximum at its upload bandwidth.

—u(@) * f(i,k,t) +s(,kt) <0Vikt (5)

In the end, each device has to have all file parts:

Z (i k,t) + f(i,k,0) = 1Vi k (6)

2.1.4 Adjusted Constraints for Special Cases

Some of the mentioned constraints are changedie special cases described below.

If the first device already has all the file pads the beginning, it never downloads

anything. So the constraint (4) becomes:

Z r(i,k,t)—z(@i,t) *d(i) <0Vt,i>2 (7)
k

In addition, if no other device has any file patt®ey cannot upload anything at the first

time step. So the constraint (3) changes as follows

Z s(i,k,t) —z(i,t) *u(i) < 0,wheni =1,V t (8)
K

Z s(i,k,t) —z(i,t) *u(i) < 0,wheni > 2andt > 2 (9)
k

In these special cases, constraints are changedwilly to decrease the amounts of

variables and constraints in order to make optitiondaster.



2.1.5 Objective Function

We ended up using an objective function that foraksthe empty time steps in the
solution to the end. The objective function alseofars solutions that use the minimum
number of time steps. It penalizes solutions inclwhihe active time steps of different
devices are divided to longer time as the coefficed the active time step of a device is
larger when it occurs later. This makes sure thdetroff between minimizing time and
minimizing energy consumption does not appear tdabger than it actually is. Still,

minimizing the energy consumption stays as the gmnobjective because its coefficient

is much larger than the coefficient of the time imization in the following function:

min ZZ (1000 + 0.1 £ — 1)) *z(i, £) (10)

2.2 Alternative Models

We also tried a different version of the model iniatr the variable(i,kt) were deleted.
This reduces the number of variables and thus dhoeduce the computation effort.
Instead, we replaced the variabt@,t) with the sum of downloaded file parts thus far as
a device can only possess a file part if it had the beginning or if it has downloaded it
before the time step in question:

t—1

r(i,k,T) Vi, k,t (11)
=1

=

FGk©) = f(i, k,0) + Z

Contrary to what was expected, this change madegktimization slower so the change
was discarded.

Originally we had an objective function that jusinsmed the number of all the active

devices at each time step:

minzi th(i, t) (12)

The following constraint was added to the modeénifiorces possible empty time steps to
the end of the time period. This also decreasestingber of feasible solutions which in

turn should reduce optimization time. The followirgnstraint was added to the model:



1
E ) — —— E / >0vt=1,..,T— 13
iZ(l, t) T51 iZ(l, t+1)=>0vt=1,..,T—-1 (13)

The objective function and constraint describedvabmere replaced by the final objective
function (10).

In addition, we tried to change some of the vagaldontinuous. Theoretically, this should
speed up computation. In practice, the computatias slower although several changes
were made at the same time so it was impossibdayowvhich of the changes caused the
increase in computation time. Due to restrictecetthmat was available for the project, it is
impossible to say if the computation time coulddeereased by changing the types of the

variables.

We also tried to add upper bounds for variablesnast of the variables may not be
greater than one. These new constraints decresrithber of feasible solutions. It is also
possible to diminish interchangeability of devitgschoosing which devices downloaded
which file parts, for example, during first timeept This is one way to decrease the
number of optima that have the same value. For pbani devices 2, 3, and 4 are chose
to download file parts 1, 2, and 3 during the finste step, the algorithm does not have to
check if it was able to find a better optimum forample by changing the mentioned
devices to 5, 6, and 7 or the mentioned file part4, 5, and 6. In practice, we had same
problems as with changing variables continuousthiem end, we do not know which
change alone or which changes together were tlsemelar the increase in optimization

time.

2.3 Choosing Parameters

The purpose was to model an ideal situation as waellpossible. For instance, we
calculated that if we wanted to examine the distrdn of a normal music file, about 3-4
Mbit/s, we would have to have about 50 file pa@se raised question was that what are
the normal upload and download bandwidths. Aftesca$sing with the client and
researching the bandwidths in the Internet (Noki@®} we decided to set the upload
bandwidth to 6 file parts per time step which wouwtgan 384 kbit/s and download
bandwidth to 60 (3849 kbit/s).



After running the first version of our Matlab codes discovered that we needed to reduce
our parameters. The memory capacity in the compugenad in use was not sufficient for
problems of this scale. Either we would have a pétvof three devices, or the relations
between different parameters would be corruptedw&alecided to decrease the number
of file parts in half as well as the bandwidthsisTivay we were able to have a network of
about ten devices and 20 file parts. Each timeametihhe model with different parameters
we determined the number of time steps separatedgsing and later by using heuristic

rules we learned during the work.

We could have started with even smaller upload donload bandwidths. Still, it is
reasonable to keep upload and download bandwidtiger than one so that a device can
simultaneously upload to several other devicesdowanhload from several other devices.
Actual networks work this way, and we wanted tolude this feature in the model. A
problem with discrete time is that, for examplea flevice downloads three file parts from
another device during one time step, it may nobagblany of those file parts during the
same time step even though it takes only a fraatfaitme time step to download the first
file part. Another reason to choose upload and dieaehbandwidths of this magnitude
was that smaller bandwidths make the problem lamysi we had problems with

computation capacity.

Another simplification was that only one deviceveer as an initial seed. No other device
had any file parts in the beginning. Schedule poisl led to this simplification. There
was not enough time to examine situations with ipleltinitial situations properly and
choosing one initial situation as the basis forlymag served in making the different

cases comparable to each other.



3 Results and Analysis

In this section we present and analyze the resultsnodel has produced. First, in section
3.1, we study file sharing problems in homogenoe$waorks where the download

bandwidth is effectively unlimited. Sections 3.B.1-6 study different characteristics of
the network. In section 3.1.8 we summarize ourltesand draw conclusions. In section
3.1.7 we perform some further analysis through rapk theoretical approach. The
heuristics we derive are presented in section 3lh.$ection 3.2 we study file sharing

problems in homogenous networks in which uploaddiédih is equal to the download

bandwidth. As in the previous case, sections 3216 study different characteristics of

the network. Summary, conclusions and heuristieslaveloped in sections 3.2.7— 3.2.9.

The results are illustrated with supporting figuaesl tables from individual cases that we
studied. If nothing else is mentioned these figaned tables illustrate general patterns that
were found in all studied cases. The initial am@ffisituations are the same in all cases; at
the first time step, the initial seed is the ongvide to hold all file parts, whereas no other

device holds any file parts. At the final staté dalvices have all of the file parts.

3.1 Networks with Significantly Larger Download than Upload Speed
Limits

In the first case, we study a homogenous networnefgy sensitive devices. The upload
bandwidth of the devices is fixed, and the downlspded of the devices is effectively
unlimited (in the future, these cases are alsornedeto as “ul<<d|” cases). In practice,
however, the download speed is limited by the abéal upload capacity in the network.
For example, in a network consisting of 10 devieth an upload bandwidth of 3 each,
the maximum speed a single device can achieve. iB13¥actice, the download speeds of
the devices in the network remained significanthaBer than this, very rarely exceeding
two times the upload bandwidth of a device. Thisecs thus close to real world cases
where it is common that maximum download speeddewices stand between 2 and 10
times the magnitude of the maximum upload speed.eikample, the Nokia N95 has,
according to the product specifications, a downldathdwidth roughly 10 times the

maximum upload bandwidth (Nokia 2009).



The behaviour of the network is thus very dependenthe upload bandwidth of the
devices. As only one device holds the whole fileha beginning (the initial seed), even
the time it takes for this device to upload the lghble into the network is a clear
limitation of how quickly the file sharing can beropleted. In most cases we studied, the
upload bandwidth was set to be three file partstipee step. It is important to note that
even the way the upload bandwidth is selected @wmsgme characteristics of the file
sharing process. As we chose a upload bandwidthreg, this implies that a device can

only send file parts to three devices at a giveretstep.

3.1.1 Number of Devices Possessing Each File Part

First, we studied how the number of devices in rilbevork that possess the file parts
develops over time. Figure 1 illustrates how commtiom different file parts are in the
network. We can for instance observe that the firste file parts that are uploaded into
the network become quickly very common in the nekwdn the case that Figure 1
illustrates parts one to three are held by 9 devafter time step 4, and by all 10 devices
after step 5. The same happens with subsequenpdites as well. After a file part is
uploaded by the initial seed into the network,at@mes within a few time steps held by

the majority of the devices in the network.

12

10

Number of phones
()]

0
1 2 3 4 5 6 7 8 9
Time step
M Filepart 1 M Filepart 2 M Filepart 3 M Filepart 4 M Filepart 5 M Filepart 6
M Filepart 7 M Filepart 8 o Filepart 9 M Filepart 10 M Filepart 11 H Filepart 12
M Filepart 13 M Filepart 14 Filepart 15 M Filepart 16 Filepart 17 Filepart 18

Figure 1: Number of devices possessing each file part at the beginning of each time step, case with 10
devices, 18 file partsand 8 time steps.
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3.1.2 Number of File Parts in Possession of Each Device

Figure 2 illustrates a typical example of how thember of file parts each device holds
develops over time. From Figure 2 we can obsemigaaacteristic common for all ul<<dl
cases: the initial seed shares the file to thregcds. Intuitively one may expect the seed
to only upload file parts to one device at a tihéha maximum speed. If we consider the
first time step only, separate from the rest ofgharing process, it would be more energy
efficient to upload only to one device. This wouttean only two devices are active,
compared to the actual case where four devicesaetige. However, as the sharing
happens to multiple devices from the start, it ¢atiks that there may not be large
differences in completion times of the energy optireharing compared to the “time

optimal” sharing.

Generally the devices download the last parts effillke at approximately the same time.
The first devices to complete the download of theol file do this at time step 8,
followed by the rest of the devices at time stepThe file is thus shared quite “fairly”
throughout the network with no clear “winners” dosers” with regard to completion of
the download. In the case of Figure 2, the ingiaéd has sent out all parts of the file at

time step 7, which again limits the time when tlegides can complete their downloads.

25
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©
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g 10 |
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£
* w Al ‘
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1 2 3 4 5 6 7 8 9 10
Time step
B Phonel MPhone2 mPhone3 mPhone4 mPhone5
® Phone 6 Phone 7 Phone 8 Phone 9 Phone 10

Figure 2: Number of file partsin possession of each device at the beginning of each time step, model
with 10 devices, 20 file partsand 9 time steps.
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3.1.3 Average Upload and Download Speeds

Table 1 presents the key parameters of the uplaodddawnload activity, for example,
average speeds and standard deviations of thres ti@et we studied. The case code 10-
20-8 refers to the case with 10 devices, 20 filespand 8 time steps. The number of
upload time steps is in the three cases of Tahlery close to the number of download
time steps. This does, however, not imply that devidownload always when they
upload. During the first active time step of a devihe device downloads its first file
part(s) from the network without being able to @uoanything. Also, the initial seed
never downloads, but naturally has to upload &l arts. The time steps during which
devices have an upload speed of zero have beeargdrisied in the calculation of average
upload speeds and standard deviations. The samieekasdone in the calculation of the
download speed parameters.

A central characteristic for energy optimal solnicseems to be that the upload capacity
is always utilized to its maximum, as it is the méittleneck of the system. In all the
cases we studied, the upload bandwidth was alwéigzed to its maximum when a
device was active. An exception occurs if the totainber of file transfers needed is not
evenly divisible with the upload bandwidth. For exde, in the case of 11 devices and 20
file parts the total number of file parts that neéal be downloaded is TD=200, which is
not evenly divisible with the upload bandwidth #rén this case, one device uploads at
the speed of two during one time step. In otheesathe average upload speed equals
three and the standard deviation is zero, implyiray always when a device uploads, it
uploads at full speed. The standard deviation efdbwnload speed is around 1.5 in these
cases, which reflects the quite large variatiorsd ticcur in the download speeds of the

individual devices.

Table 1: Key parameters of the upload and download speeds.

Case 10-20-8 Case 10-20-9 Case 11-20-10

Number of upload time steps 54.00 60.00 67.00
Average upload speed 3.00 3.00 2.99
Standard deviation of upload speed 0.00 0.00 0.12
Number of download time steps 55.00 60.00 67.00
Average download speed 2.95 3.00 2.99
Standard deviation of download speed 1.66 1.37 1.47
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3.1.4 Total Number of File Parts in the Network

Figure 3 illustrates how the number of file paristhie network evolves over time. This
figure is essentially equal to taking the sum ofvhmany file parts each device possesses
at each time step, which was presented in Figur&n2s-shaped curve can be seen in
Figure 3. The slope of the curve tells us the garn@attern of file sharing in the network:
after a slow start, the file sharing speeds up tmaaimum, to again slow down in the end
of the sharing process. One thing that limits thad speed in the start is the number of
devices that hold file parts, i.e., are able tooagl Another limitation is the upload speed
of the devices, especially the initial seed. Larggrload bandwidths have two
consequences. First, and more importantly, the saedhare file parts to more devices at
once, which leads to reaching the maximum totabagblcapacity more quickly. Second,
the total upload bandwidth of the network increases

250

200 /

. /

100

Number of fileparts

50

1 2 3 4 5 6 7 8 9 10 11

Time step

Figure 3: Total number of file partsin the network, model with 11 devices, 20 file parts and 10 time
steps.

3.1.5 Activity Time

The activity time of a device refers to the numbgktimes steps during which the device
uploads and/or downloads. When considering enezggitsve devices, it is in interest of
each individual device to complete the downloacsnfew active time steps as possible.
Our model, however, takes a holistic perspectivethaf energy consumption of the
network and thus does not favour cases in whichatttesity times would be evenly
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distributed between the devices. Nevertheless tlearly of interest to examine what
happens with activity times on the individual lewdlthe devices when the total energy

consumption is at its minimum.

In Figure 4, a pattern, which occurred in all tleses we studied, can be observed: the
devices that are active early on have the highaat activity times, while the devices
which have their first downloads last have the Iswmtal activity times. There are,
however, exceptions to this. For instance, in Fagdrwe can observe that device 6 is
active in the first two time steps but despite thisnages to get away with a lower-than-
average activity time. This highlights the facttthiae results we are studying are just
single representations from the substantially largeoup of equally good optimal
solutions, and exceptions do exist. Neverthelessa @eneral level, early activity of a

device leads to a higher total activity time foe thevice.

il

1 2 3 4 5 6

Total active time
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Time step
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® Phone 6 Phone 7 Phone 8 Phone 9 Phone 10

Figure 4: Cumulative activity time for each device, model with 10 devices, 18 file parts and 8 time
steps.

3.1.6 Capacity Utilized

The capacity utilized measure reflects how mucthefupload bandwidth is utilized in the
network. We have already noted that the deviceayswpload at maximum speed when
awake. Thepotential capacity, given the number of active devices aima step is thus

used to 100% in each time step. When the utilizddad capacity of active devices is less

than 100%, this reflects that file parts are besagt to a device for the first time (and the

14



device is hence not yet able to upload file paEsceptions arise when the total number
of file parts is not equally divisible with the wald speed, as discussed in section 3.1.3.

In the analyzed cases, the capacity utilized oflallices stayed between 80% and 100%
once new devices had stopped entering the net@0M®6 of the capacity of all devices

was in all ul<<dl cases reached, but not for mbamtone or a few time steps.

Our model favours solutions that require fewer tisheps to complete. It does, however,
not differentiate between solutions that complatetask as quickly. Thus, there are often
solutions that may be considered more efficientttiee solutions we studied, as they
achieve a higher percentage of completion earhefFor example in cases where the total
number of file parts is not equally divisible withe upload speed, the upload speed of a
device is below maximum at some time step. In tlestnefficient solution we would
expect the device to upload at below maximum speithe last time step, but in our
current solutions the “sub-maximum upload step’ns®do occur at a random time.
However, the download could not be energy optimatlynpleted in a smaller number of

time steps.

120 %
100 % /\//OAO\ ¢
80 % /\/
60 % / \
—— Active phones

40 % / ——All phones
20% /

0%

1 2 3 4 5 6 7 8 9

Time step

Figure5: Capacity utilized at each time step, model with 8 devices, 18 file partsand 8 time steps.

In the 8-18-8 case that Figure 5 presents, theaediop in utilized capacity at the fourth
time step. This drop occurs because device 4 emtdise fourth time step, whereas no

15



new devices entered in the third time step. Howewerearlier the last device performs its
first download the earlier its upload capacity tenutilized which speeds up the sharing
process. We suspect that device 4 could have entieeenetwork earlier, e.g., at time step
3, but that this didn’t happen in our case becaidbe way our algorithm functions, as

explained above.

3.1.7 Further Analysis through a Simple Theoretical Approach

In this section, we approach the ul<<dl cases lef $haring problems in homogenous
networks with an initial seed and peers with ne plarts to begin with through a simple
theoretical approach. First we will calculate a imial bound for the total energy
consumption of a network. In a network witllevices and file parts,l-1 devices must

in total downloadIf1)K file parts.
DLTOT = (I - 1) . K (14)

Similarly, when the upload bandwidth of a devicauithe devices must in total upload

I-ut file parts, where is the average time each device must be awake.
ULTOT=I'K't (15)

Because the number of uploaded file parts mustleatpeganumber of downloaded file
parts, we can combine the two equations aboveltolete the average time each device

must be awake. We obtain the following equation:

,_U-DK

I-u (16)

The minimum bound for the required amount of activee steps can be calculated by
multiplying the average awake time with the numiledevices, and then additgl time
steps (becaudel devices must download at one time step befol@admg).

(I-1)-K

min bound =I-—.+(I—1) =(I—1)<£+1) (17)
I-u u

This minimum bound for the energy consumption mescthe actual minimal energy
consumption very accurately. It provides exactestes of the energy consumption in all
cases, except for case 6 in which the network amdber of file parts is very small. As
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the actual consumption is always an integer thamahbound needs to be rounded up if
it Is not an integer, as in case 2 and 5.

Table 2: Total energy consumption and minimum boundsfor torrent networks

Devices  File Time Upload Download Total energy  Minimum

parts steps bandwidth bandwidth consumption bound
Case 1 10 20 9 3 27 69 69.00
Case 2 11 20 10 3 30 77 76.67
Case 3 10 18 8 3 27 63 63.00
Case 4 7 3 6 1 6 24 24.00
Case 5 5 5 4 3 12 11 10.67
Case 6 3 3 6 1 2 9 8.00

We may observe that if we holdandu constant, the minimum bound equation is linear
except for the occasional need for rounding upghis case, the slope of function (16) is
(I/u+1), and the constant idAf+1).

Let's consider case 3 where we have 10 device§lelgarts, and an upload bandwidth of
3. If we add one device to the network, equatid@) @redicts that the energy consumption
increases byl(u+1) active time steps, i.e., 7 time steps. Simjlaflwe add two devices
to the network, equation (16) predicts the energysamption to increase by 14. Now,
let's imagine cases where one and two devicesdatedato the network at a time when all
other devices have completed their downloading. Wwee device is added, the energy
consumption is minimized when 6 devices upload akimum speed (3 file parts each)
simultaneously to the new device. The total awake is thus 7, as predicted. Similarly,
when two devices enter they each need to downl8auielces. This cannot be completed
in one time step. In this case the new devicesaewen benefit from sharing file parts
with each other — contrary to what could be expmettdoes not reduce the total amount of
energy that is spent in the network. The case atluiére requires, however, that we allow

the download bandwidths to be large enough.

When the total number of file parts is evenly divis with the upload bandwidth, devices
upload at maximum speed always when active. Wherndfal number of file parts is not
evenly divisible with the upload bandwidth excepsiaccur in which devices upload at a

speed below maximum during at least one step.
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3.1.8 Conclusions

After a file part has been sent into the networkhmsy initial seed it becomes quickly held
by a majority of the devices in the network. Botdeks of the network include the
number of devices that hold the file initially, amide upload speeds of the devices,

especially that of the initial seed.

The average upload and download speeds suggestlieata device is active, it uploads
at maximum speed. The download speeds of the devicethe other hand, vary a lot.

However, the average download speed is very ctofieetaverage upload speed.

In the analysis of the number file parts in possessf each device, we noted that the
initial seed uploads to three devices at a timenfitie start. This enables the rapid
increase in the capacity utilized, and leads tomareasing growth rate of the total number

of file parts in the network from the beginning.

Generally the devices that are active early on lhgehighest total activity times, while
the devices which have their first downloads laatehthe lowest total activity times.

However, there are exceptions to this.

The activity time shows that the initial seed keep$oading also after it has sent the
whole file into the network. It seems not to makeg difference which devices provide the
upload capacity, as long as all devices uploadaatimum speed when active. As a result,
the total number of time steps each device is actiay differ quite a lot from one device

to another.

For the devices to be able to always upload at maxi speed, they need to hold the file
parts that are not in possession of all the otleercgs in the network. In order for this to
be fulfilled some kind of “planning” may be needadhe sharing process. If the sharing
occurs randomly it's easy to imagine devices endhugtuations where they are not able

to upload because the file parts they hold areadirdeld by all other devices.

3.1.9 Derived Heuristics

The most central heuristics, that we derived fram r@esults and analysis of the cases in

which download bandwidth is substantially largeartlupload bandwidth, are:
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* When a device is active it will upload at maximupiaad bandwidth
o0 except for in its first active time step during whiit only downloads.
0 except if the total number of file transfers is eoenly divisible with the
upload speed.
* For a device to be able to always upload at maxinspeed, some planning or

rules of thumb of which parts each device downlaadi&ely to be required.

It seems that these two heuristics may be suffid@iguide the devices of a homogenous

network to operate in an energy optimal way.

3.2 Networks with Equal Upload and Download Bandwidths

The second case we studied considered networkevfjgrsensitive devices similar to the

first case. This time, however, the upload and doachbandwidths of devices were set to
equal level (further, these cases are referred twlad!” cases). In the case discussed in
section 3.1, the upload bandwidth was significaathaller than the download bandwidth.
More specifically, the download bandwidths of thevides were 10 times the upload
bandwidths. In that case, the limited upload spesstricted the sharing efficiency far

more than the download speed as it was effectuelynited. When setting the download

bandwidth to the same level as the upload bandwidif expected, that the downloading

capacities become more restricting thus changiegbihaviour of the network. In the

cases considered in this section, the upload anthldad bandwidths were set to three file

parts per time step.

The assumption of equal upload and download bartte/ican be a realistic one. Usually,
when considering the ordinary BitTorrent networleween regular desktop computers
operating through ordinary Internet connectiong townloading bandwidths greatly
exceeds the uploading bandwidths limiting file shgr However, when considering the
mobile BitTorrent network where all devices operdi®ugh a 3G network, the situation
can be different. According to experiences of tmejget client, in 3G networks, the

devices’ abilities to upload and download are equatach other. Also in some cases,
where the devices are connected through WLAN nétwtite maximum upload and

download speeds are approximately equal.
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In total we formed two different cases with equalwdload and upload bandwidths. The
first consisted of 8 devices, 15 file parts, andtib®e steps. The second comprised 9

devices, 17 file parts, and 12 time steps.

3.2.1 Number of Devices Possessing Each File Part

As in section 3.1.1, we investigated the develogroéthe amount of devices having each
file part at each time step. Figure 6 presentsitiber of devices having each file part at
the beginning of each time step for the case ha8imgvices, 15 file parts and 10 time
steps. This illustrates a typical ul=dl case.

In section 3.1, the same features were investigatdte ul<<dl case. It was observed, that
the copies of file parts were not distributed eyeflhey rather followed the pattern of
sharing a file part quickly to all devices befoistdbuting other file parts. In other words,
the file parts, which were uploaded first in thewaak, were usually possessed by more
devices at each time step than the file parts wiiehe uploaded later. This caused a
situation where some of the file parts where inspssion of all the devices while some of

the parts were still only at the first device (fmeexample Figure in section 3.1).

When limiting the download and upload bandwidthstreg same level, the situation
changed. As can be seen from Figure 6, the behaviogerved in the previous section
does not apply anymore in this situation. Theg#ets are clearly more evenly distributed.
In the ul<<dl| case, the devices were more prorsptead the first file parts quickly to the
whole network. In the current case, however, thdcds rather extract most of the file
parts from the initial device to some of the desideefore starting to spread them to
further devices. For example, as can be seen frigord-6, at the first three time steps,
only new file parts are shared to the network fitwn initial seed, but the already copied
file parts are not yet shared forward. Not unté theginning of the fifth time step are the

file parts shared forward from the initially dowalting devices.
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Figure 6: Number of devices possessing each file part at the beginning of each time step, case with 8
devices, 15 file partsand 10 time steps.

3.2.2 Number of File Parts in Possession of Each Device

As in section 3.2.1, we also investigated the nunobbdile parts each device possesses at
each time step. Figure 7 illustrates a typical gXenof how the number of file parts each

device holds develops over time for ul=d| case.
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Figure 7: Number of file partsin possession of each device at the beginning of each time step, case
with 8 devices, 15 file partsand 10 time steps.
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In section 3.2.1, it was noted that during thet firse steps file parts from the initial seed
were extracted. Only after that were the downloadedparts shared to further devices.
The same behaviour can be observed from Figurd heAfirst time step, three file parts
are transferred from the seed to another devicenuhe next two time steps three file
parts are uploaded to another two devices. BasdteoRigure 6, these file parts are not
the ones transferred at the first time step. Thdcates that the initial seed shares file
parts that have not yet been uploaded at the edirie steps. Therefore it seems that
during the first time steps, the initial seed ramsaactive sharing new file parts to the

devices that have not yet received any file parts.

Another distinctive feature from the earlier ul<<clse is that this time the sharing
behaviour seems to favour the blocks of threegdds. Figure 7 shows that every time a
device downloads, it receives three file parts.sTindicates that in the case of equal
download and upload bandwidths, it is energy edfitito download at the full speed
whenever a device is downloading. However, thisalbetur only occurred in some of the
ul=dl cases. The behaviour tended to take placenadels where the number of file
transfers was divisible by the upload (and alsomoad) bandwidth. If this was not the
case, the block forming behaviour did not appeastiasgly as in Figure 7, but it was still

detectable.

The fairness of sharing, in terms of possessedpfiles at each time step, seems not to
differ significantly from the case of download sgdinits exceeding upload speed limits.
In neither case there was found to be any devltasare lagging in comparison to other
devices in terms of downloaded file parts. Theresdnot seem to be any devices that

receive all file parts significantly earlier tharetother devices.

3.2.3 Average Upload and Download Speeds

In Table 3, key parameters of the upload and doachbctivity are presented, as in section
3.1.3. The numbers of total download and uploact tsteps are relatively close to each
other in all of the cases. In the first case, 8t05the numbers are the same since the
amount of file parts is divisible by the upload dathus download) bandwidth unlike in
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case 9-17-12 in which the number of downloadingtsteps is bigger than the number of
upload time steps.

Table 3: Key parameters of the upload and download speeds.

Case 8-15-10 Case 9-17-12

Number of upload time steps 35.00 46.00
Average upload speed 3.00 2.96
Standard deviation of upload speed 0.00 0.21
Number of download time steps 35.00 48.00
Average download speed 3.00 2.83
Standard deviation of download speed 0.00 0.38

3.2.4 Total Number of File Parts in the Network

In section 3.2.2, we investigated the amount & fikrts each device possesses at each
time step. In this section, the total amount & phrts existing in the network is studied.

Figure 8 presents the total number of file partgh@ network at each time step for a
typical ul=dl case. Initially, the amount of filags in the network equals the amount of
file parts the initial seed is possessing. At iheetwhen all of the devices have received
all file parts, the total amount is the number e¥ides times the number of file parts. In
this case, the initial amount of file parts is 4Bd at the end the amount is 15*8=120.

140
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80

60
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Number of fileparts

1 2 3 4 5 6 7 8 9 10 11

Time step

Figure 8: Total number of file partsin the network, model with 8 devices, 15 file parts and 10 time
steps.
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The same feature was also studied in section 3.1h#® case in which the download
bandwidth was greater than the upload bandwidtk. cthive indicating the amount of file
parts in the network was found to be slightly Spgthmeaning that the increasing speed

of the amount was greatest approximately at thgpaind of the total time.

In the current case, the same S-shape can be eldsaswell. However, during the first
time steps the amount of file parts seems to giaeatly. This differs from the earlier

cases, since in those the amount of file parts grean increasing rate during the first
time steps. The linear growth could also have besticipated based on Figure 6 and
Figure 7 in the previous sections. It was noti¢bdf during the first time steps, the initial

seed was the only uploading device and sharingétés to single devices.

3.2.5 Activity Time

Figure 9 presents the cumulative activity times dach device at each time step for a
typical ul=dl case. The figure shows that the ahiseed remains active during the first
five time steps. After that it remains idle for thest of the time. The initial seed must
upload all of the file parts in the network in arder all the other devices to be able to
download them. Since the initial seed is activedoly five time steps, there are 15 file

parts, and the upload bandwidth is three file ppetstime step, it has to upload different
file parts at each time steps. Therefore the ingiged seems to be active only the
necessary time to share all file parts to someradleeices. After that the other devices
share the downloaded files to each other. This\behaseems logical, because the initial
seed is not downloading at any time step. In otdeninimize energy consumption, it is

more energy-efficient if the active devices dowulea and uploaded at the full rate. The
initial seed cannot download anything, and theeefbiis active only the necessary time

steps to upload the file parts once.

This situation differs from the ul<<dl case. In $@c 3.1.5, it was noted that the initial
seed was active during almost all of the time stépserefore the initial seed kept
uploading files to other devices longer than it \doble necessary in order to upload the
whole content to the network.
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In section 3.1.5, it was noted that the devicemgekto form some sort of groups in terms
of activity times. Also the devices tended to remactive after they had been active for
the first time. These do not hold well in the catrease. The group-forming effect seems
to be smaller in the ul=dl case. Also fewer devigeplement the same behaviour of

remaining constantly active after the initial adtiv

The total activity time seems to be distributed enevenly in the current case than in the
ul<<dl case. In the latter, it was found that t&aty time varied much between the most
active and the most inactive devices in the netwddwever, in the current case of equal
upload and download bandwidths, the total actitiitye of devices was very close to each

other. This can be clearly seen in Figure 9 andiiwed in all ul=dl cases.

Total active time
N w H (6} [e)} ~
P

Time step

B Phonel ®Phone2 ®mPhone3 M®Phone4 ®Phone5 ®Phone6 Phone 7 Phone 8

Figure 9: Cumulative activity time for each device, model with 8 devices, 15 file parts and 10 time
steps.

3.2.6 Capacity utilized

The capacity utilized refers to in what extent thievices use the allowed upload
bandwidth at each time step. Only upload bandwidthconsidered, since the total
download bandwidth always equals the total uploaddividth. This can be used to
measure the effectiveness of file sharing in tesfrenergy consumption. In this study two
different capacity utilization measures were emptbyin the first measure the percent of

used bandwidth only considered active devices @t gme step. The second measure also
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included inactive devices, thus providing information how well the total file sharing

potential was utilized at each time step.

Figure 10 presents the capacity utilized at eatle tstep by two previously mentioned

measures for a typical ul=dl case.

When considering only active devices, it seemsttiafull utilization percent is achieved
at the sixth time step. At the first three timepstéhe utilization is only 50 percent. This is
due to the behaviour examined in the previous @ectn which the initial sharer uploads
different file parts to three different devices idgrthe first three time steps. After the
maximum efficiency is reached, it is maintained tbe rest of the time steps. This,
however, is true only for cases where the numbdiletransfers is divisible by upload

(and thus download) bandwidth. In other cases thigation drops from the maximum

before the last time steps.
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Figure 10: Capacity utilized at each time step, model with 8 devices, 15 file parts and 10 time steps.

If considering the capacity utilization of all degs in the ul=dl case, the percentage
remains constantly lower than for the active devioaly. This situation holds for all of
the ul=dl cases and also mostly in the ul<<dl c&xdy in the situations in which all of
the devices in the network are active and uploadinfyll rate, the capacity reaches 100

percent. This is not achieved in either of our llzakes at any point. This is mostly due to
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initial seed’s behaviour. It tends to share the firts in the network and remain idle after
that. This prevents the utilization of the full potial of the network.

3.2.7 Further Analysis through a Simple Theoretical Approach

This paragraph investigates a similar analytic mumn bound for the energy consumption
as paragraph 3.1.7. As in the earlier case, a tpialading and downloading effort (16)
must be met. The initial seed contribukasunits to the upload effort, wheFerefers to
the amount of time steps a single device need®wmibad or upload the whole filé/(
rounded up to the nearest integer). Peers congrintvtal of K-1)(F-1)u units during thd-
time steps they are active while downloading the ff Fu+(1-1)(F-1)u is greater or equal
to the total effort neededi-{)K, pF time steps are sufficient. Otherwisadditional time
steps are needed, wherés the smallest amount of time steps that is reguio complete
the uploading effort. In all,

IF+nn=min{x EZ, | Fu+ (U —-1DF —-Du+xu = (p—- 1K} (18)
X

time steps are needed.

Table 4 presents the realized energy consumptindscalculated minimum bounds for
ul=dl cases. The minimum bound is calculated usumgtion (18). This minimum bound

for the energy consumption matches the actual nah@nergy consumption.

Table 4: Total energy consumption and minimum boundsfor the two cases.

Devices File Time Upload Download Total energy Minimum
parts steps  bandwidth bandwidth consumption bound
Case 1 8 15 10 3 3 42 42
Case 2 9 17 12 3 3 54 54

3.2.8 Conclusions

One of the biggest difference in the current cagmpared to the previous case of
download bandwidths exceeding upload bandwidths that the initial seed remained
active only for the first few time steps uploadiaof the file parts to the network. This
occurred in both of our ul=dl cases and it cleaifers from the ul<<dl case considered
in section 3.1. In the latter, the initial seed tkeploading for almost all of the time steps.
Also it did not upload all of the file parts duritige first time steps, but some of the parts

were not shared until clearly after the midpointatél time steps.
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Another interesting feature was that in the casegofal download and upload bandwidths,
the sharing behaviour seemed to form blocks ofreg¢v¥iée parts. In ul=dl cases where the
number of file transfers is divisible by upload teudth, every time when a device

downloaded, it downloaded at the full rate of sal/éle parts per time step. This was not

the case in section 3.1, where download speedsdvariot.

Total activity times of devices seemed to be maenby distributed in the case of equal
download and upload bandwidths. The differencetotal activity times were only one
time step at most, while in section 3.1 the totaivity time of the most active device was

twice the activity time the most inactive devicesome cases.

Utilized capacity also differed between the twoesaswWhen considering only active
devices, the utilized capacity reached its maxinslmwer than in the case of section 3.1.
However, in ul=dl cases where the amount of filetpavas divisible by upload

bandwidth, the maximum was sustained for the regtetime steps after it was reached
for the first time. If considering the capacitylagd for all devices, the maximum was not
reached at all in the case of equal download ahshdbandwidths. This is mostly due to
the initial seed remaining idle after it has upleaall of the file parts once. This did not
hold in section 3.1, where the maximum was reactddast in one point for all of the

cases.

3.2.9 Derived Heuristics

Based on previous conclusions, some new heuristiosbe derived for the ul=dl case.
According to our two ul=dl cases, the following hetics apply when pursuing energy

optimal sharing:

* When a device is active it will upload and downl@anaximum speed
o except if the total number of file parts is not eyedivisible with the
upload speed. This leads to at Ig@st) and at mosfp-1)-(r-u) exceptions.
* The initial sharer remains active for only the amoaf time steps necessary to

upload all of the file parts once to the network.
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3.3 Comparison to a client-server model

In this paragraph, the energy consumption of tlewipusly considered BitTorrent (peer-
to-peer) model is compared to the energy consumpifoa simple client-server model
with no information exchange between the clientisaims at determining the difference
between the energies needed to distribute a fila teimilar network via these two
methods.

The client-server model refers to a situation inchtthe server initially holds the whole
file and clients do not hold any parts of it. Tlie fs then downloaded by the clients in
parts similar to the ones in the BitTorrent forntida. The server’'s upload bandwidth is
considered unlimited and the clients’ download bedth is limited to a value equal to
the case it is being compared to. The energy copsamof the client-server model with
p-1 clients is compared to a BitTorrent model watldevices, one of which is the initial
seed. This refers to a similar increase in the arnhofudevices possessing the whole file in
the end. A decrease in the total energy consumptEm be expected as the same

downloading effort needs to be met with one ensagsitive device less.
Energy consumption of the client-server model is
E=({@-DF (18)

whereF is the number of active time steps needed to deaehthe whole filef(d rounded
up to the nearest integer). Energy consumptiomefBitTorrent model is assumed to be

the minimum bound suggested by the theoreticalcgmbres in paragraphs 3.1.7 and 3.2.7.

The results of the comparison are presented ineTalind Table 6. In the ul<<dl case, the
energy consumption of the BitTorrent model expargsna dramatic increase compared to
the client-server model. This is the result of desi upload bandwidths becoming the
bottleneck in terms of efficient use of downloachdwaidth. Ul=dl case shows that a

network with devices capable of downloading andoaging at the same speed works
almost as efficiently as a peer-to-peer network aotient-server network.

Table 5: Energy consumptionsin the case of download bandwidth 10 timesthe upload bandwidth
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Case Devices File Active time steps for Active time steps for Increase in energy
parts client-server model BitTorrent model consumption (%)

Case 1 50 50 98 866 784

Case 2 50 100 196 1683 759

Case 3 100 50 198 1749 783

Case 4 100 100 396 3399 758

Table 6: Energy consumptionsin the case of equal download and upload bandwidths

Case Devices File Active time steps for Active time steps for Increase in energy
parts client-server model BitTorrent model consumption (%)

Case 1 50 50 833 866 3.96

Case 2 50 100 1666 1700 2.04

Case 3 100 50 1683 1749 3.92

Case 4 100 100 3366 3400 1.01

The assumption, that the minimum bound for enexysamption is always possible to
achieve, may hold well for the ul=dl case but cautnust be taken when it is being made
for the ul<<dl case especially when the amountlefdarts and upload bandwidth in the
whole network exceed the download bandwidth of raglei device. Cases that were
investigated showed that analytic minimum boundsevaehievable for small networks.
However, further analysis is needed to determinetidr download bandwidth may
become a restricting factor in the case of ul<<dl whether the minimum bounds can be
achieved in the case of larger networks. Furtheemartotal energy perspective would

require taking account of the energy consumptiothefserver.
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4 Alternative Approaches

The model used for optimization of energy consuarpéxperiences problems typical for
ILPs (Margot 2007). Several symmetrical optimalsiohs exist, because devices and file
parts are identical and thus interchangeable. kamele, as the upload bandwidth of the
initial seed is smaller than the amount of feasideeivers at the first time step, it is
possible to upload to any 1 tpof these and still achieve the same optimal vabue¢he
ILP. It is not known whether the Xpress-MP uses aggnmetry-breaking methods so
deploying a solving algorithm with such capabibtisould decrease the optimization time

significantly. This can be done in several ways.

First, symmetry-breaking constraints can be addedrder to reduce the amount of
feasible solutions to the ILP. Constraint (13) dealith the symmetrical solutions
containing empty time steps allowing only one ordéthe active and non-active time
steps. Similar constraints were formulated in ordereduce symmetries of the devices
and file parts but none proved to be efficient @mnts of optimization time. Such
constraints do exist but they involve logic prognaimg and cannot be formulated as

linear constraints.

The problem with branch and bound algorithm is thatannot terminate optimization

until it has found all of the optima or one thattli® smallest possible integer solution
based on the solution of the LP relaxation. Fomgpa, for the case of 10 devices, 20 file
parts and effectively unlimited download bandwidiR, relaxation gives an optimal value

of 60 active time steps and the ILP 69 time sté@jbpss means that the branch and bound
algorithm must have gone through all feasible sohstin order to be certain that 69 is the
optimal value because it could have stopped ongOaktnowing that a better one cannot
be found. Logic programming approach would suggessidering at each node whether
assigning a decision variable to a certain integdue (in most cases 0 or 1) would result
in a situation for which a symmetrical one has adse been explored (Caprara, et al.
1998). In this way, the branches could be cut eamlyand the time needed to complete the

optimization possibly reduced dramatically.

Second, the problem could be formulated as a ainssatisfaction problem (CSP). CSPs

are a class of problems that has been studied andtfor which several efficient
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algorithms have been documented. The CSP approachenergy consumption
optimization would mean discarding the objectivediion and instead adding the amount
of active time steps as an equality constraintir@pation would be conducted as finding
the minimum amount of time active time steps wisth would make the CSP feasible.
The strength of this approach is that it extractolation that can be analyzed while the
algorithm is still searching for a better one. dm® cases a solution can be found optimal
by comparing it to an analytic minimum bound (1&% the case was with the method
used in this research, no information other thandptimal value found so far could be
extracted from the optimization software. During thptimization process, it seemed that
the final optimal value was achieved rather eamnlyhe optimization process so the CSP
approach would save a lot of time by allowing salgrarallel tasks and reducing the

computational effort compared to the ILP (SmithaletL996).
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5 Conclusions
This research project examined the optimizationeakrgy consumption in mobile

BitTorrent networks.

First, we analyzed situations where the downloaadiadth is significantly larger than
the upload bandwidth. The most important obsermatwere as follows: an active device
uploads at maximum speed, maximum upload speedresgsome planning and energy

consumption increases linearly as the number atdsvncrease.

Second topic of analysis was the case with equialadpand download bandwidths. We
made following observations: total activity time svanore evenly distributed than in the
first case, active devices reached maximum utilizgolacity slower than in the first case
but it was sustained to the end of sharing; shasgttavior seemed to form block of files,
and initial seed remained active only the firstdisteps that were required to upload all of

the file parts to network.
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Appendix A: The Model in Brief

Parameters

d; = download speed (file parts per time step) ofdéecei

u; = upload speed (file parts per time step) of teeicki

Variables

f(i,kt) indicates whether the devichas file park at timet (1) or not (0)

r(i,k,t) indicates whether the device downloads file park at timet (1) or not (0)

§(i,k,t) indicates whether the devicaiploads file park at timet (=1) or not (0), integer

variable
Z(i,t) € {0,1} indicates whether the devices active at time (1) or not (0)

Objective Function and Constraints
min Z Z (1000 + 0.1 % ¢t — 1)) *z(i, £)
i t

S.t. 2ir(i,k,t) —Y;s(i,k,t) =0Vk,t
fl,kt)—f(li,k,t—1)—r(i,k,t—1) =0V ikt
—u(@) * f(i,k,t) +s(i, k,t) <0V ikt
Yer(ik,t) + f(i,k,0) =1Vik
Yis(i, k,t)—z(i,t) *u(i) < 0,wheni>2andt > 2
Yrs(i, k,t)—z(i,t) u(i) <0,wheni=1,Vt

Yr(i, kt) —z(@i,t)«d({@) <0Vt,i =2
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Appendix B: The Code

function  [fopt,ropt,sopt,zopt,opt,status,info,dl_speed,ul_s
bittorrent7(num_devices,num_parts,timesteps,d|_

%This function searches the energy optimum when sha
all

%devices.

%

%[fopt,ropt,sopt,zopt,fend,opt,status,selite]=hitto

% num_parts,timesteps,dl_speed,ul_speed)

%

%num_devices = the number of devices

%num_parts = the number of file parts

%timesteps = the number of time steps

%dI_speed = how many file parts each device may dow
% step (a vector)

%up_speed = how many file parts each device may upl
step

% (a vector)

%

%Information about one of the optimal solutions:

%fopt = which file parts each device has (1) and ha
time step

% (a 3-dimensional matrix: device|file pa

%ropt = which file parts each device downloads (1)
time step

% (a 3-dimensional matrix: device|file pa

%sopt = which file parts each device uploads (>0) o
time step

% (a 3-dimensional matrix: device|file pa

%zopt = which devices are active (1) and which are
steps

% (a 2-dimensional matrix: device|time st

%opt = the optimum value of objective function
%status = status of the solution
%info = information about parameters etc

%If the first device has all the file parts in the
devices

%have no file parts, the uploading possibility (var
removed

%from other devices, besides the first, at the firs

%If the first device has all the file parts in the
never
%download anything (r have been removed)

%defining which devices have which file parts at th
has

%all the file parts)
fO=zeros(num_devices,num_parts);

fo(1,)=1;

%if the first device has all the file parts and no
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r not (0) at each

rtitime step)
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t time step.

beginning, it will
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%file parts, we may form constants p and q, with wh

remove
%constraints and make x shorter
if sum(f0(1,:))==Ilength(f0(1,:)) && sum(sum(fO(2:end,
p=1;
q=1;
%if the first device has all the file parts we can
elseif  sum(fO(1,:))==length(f0(1,:))

%The problem is a linear optimization problem Ax ?
either
%=, <= or >=,

%variable lengths in vector x
f=num_devices*num_parts*timesteps;
r=f-p*timesteps*num_parts;
s=f-g*(num_devices-1)*num_parts;
z=num_devices*timesteps;
x=f+r+s+z;

%Constraints

%f(t)=f(t-1)+r(t-1) if the device uploads a file pa
part
%all the time
%bhas is one part of the constraint matrix A
has=zeros(f,x);
%Db_has is the part of B corresponding has in A
b_has=zeros(f,1);
b_has2=zeros(s,1);
%the type of the constraint ('E":Ax=B 'L"Ax<=B 'G'
c_has(1:1:f,1)= 'E' ;
%s(t)<=f(t) device can only upload the file part if
has2=zeros(s,x);
¢ has2(1l:s,1)= L' ;
for i=1:num_devices

for j=1l:num_parts;

for k=1:timesteps

%setting the multipliers for f(t)
has(1+(i-1)*timesteps*num_parts+(j-1)*t
1+(i-1)*timesteps*num_parts+(j-1)*t

%multipliers for s(t)
if i==1
has2(1+(i-1)*num_parts*timesteps+(j
f+r+1+(i-1)*num_parts*timesteps

else

ich we can later

))==0

only use constant p

B, where ? can be

rt, it will have the

:Ax>=B)

it already has it

imesteps+k-1,
imesteps+k-1)=1;

-1)*timesteps+k-1,
+timesteps*(j-1)+k-

%at each time step the device can only upload the f

%it already has
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has2(1+(i-1)*num_parts*timesteps+(j
g*(i-1)*num_parts,f+r+1+(i-
1)*num_parts*timesteps+
timesteps*(j-1)+k-1-g*(i-1)*num
end

%setting -ul_speed to be the multiplier of f(t)
if i==1
has2(1+(i-1)*timesteps*num_parts+(j
g*(i-1)*num_parts,
1+(i-1)*timesteps*num_parts+(j-
ul_speed(i);
elseif k~=1
has2(1+(i-1)*timesteps*num_parts+(j
g*((i-1)*num_parts-num_parts+j)
1+(i-1)*timesteps*num_parts+(j-
ul_speed(i);
end
if k==1

-1)*timesteps+k-1-

_parts)=1;

-1)*timesteps+k-1-

1)*timesteps+(k-1))=-

-1)*timesteps+k-1-

'1).;‘.timesteps+k-1)=—

%the starting situation is set to be in the right-h

side
%in the constraints (B)
b_has(1+(i-1)*num_parts*timesteps+(
1)*timesteps)=f0(i,j);
if i==1
b_has2(1+(i-1)*num_parts*timest
1)*timesteps)=
ul_speed(i)*fo(i,j);
end
else
%f(t-1) has multiplier -1
has(1+(i-1)*timesteps*num_ parts+(j-
1+(i-1)*timesteps*num_parts+(j-
%r(t-1) has multiplier -1
if i==1&& p==1
else
has(1+(i-1)*timesteps*num_parts
1, ..
f+1+(i-1-p)*timesteps*num_p
1)*timesteps+k-2)=-1;
end
end
end
end
end

%forming the constraint matrix

A=[has;has?2];

B=[b_has;b_has2];

ctype=[c_has;c_has2];

clear has has2 c has c_has2 b _has b _has2

%device can only upload if it is awake and upload sp
ul_ub=zeros(num_devices*timesteps-q*(num_devices-1)
b_ul=zeros(hum_devices*timesteps-g*(num_devices-1),
c_ul(1:1:num_devices*timesteps-q*(num_devices-1),1)

% device can only download if it is awake and downloa
maximum
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dl_ub=zeros((num_devices-p)*timesteps,x);

for i=1:num_devices
for j=1:timesteps

if i==1
%multiplier of s
ul_ub(1+(i-1)*timesteps+(j-1),
f+r+1+(i-1)*timesteps*num_parts+(j-
f+r+1+i*timesteps*num_parts+(j-1)-1
%multiplier of z
ul_ub(1+(i-1)*timesteps+(j-1)-g*(i-1),
f+r+s+1+(i-1)*timesteps+j-1)=-ul_sp
elseif j~=1
%multiplier of s
ul_ub(1+(i-1)*timesteps+(j-1)-g*(i-1),
f+r+1+(i-1)*timesteps*num_parts+(j-
2)*num_parts-
max(0,i-2)):timesteps-1:f+r+1+i*tim
1)-1- ..
g*((i-1)+(i-1)*num_parts-max(0,i-2)
%multiplier of z
ul_ub(1+(i-1)*timesteps+(j-1)-g*(i-1),
f+r+s+1+(i-1)*timesteps+j-1)=-ul_sp
end

if i==1&& p==1
else
%multiplier of r
dl_ub(1+(i-1-p)*timesteps+(j-1),
f+1+(i-1-p)*timesteps*num_parts+(j-
f+1+(i-p)*timesteps*num_parts+(j-1)
%multiplier of z
dl_ub(1+(i-1-p)*timesteps+(j-1),
f+r+s+1+(i-1)*timesteps+j-1)=-dl_sp
end
end
end

b_dl=zeros((num_devices-p)*timesteps,1);
c_dI(1:1:(num_devices-p)*timesteps,1)=

A=[A;ul_ub;dIl_ub];
B=[B;b_ul;b_dlI];
ctype=[ctype;c_ul;c_dlI];

clear ulub d ub bul bd cu c_d

%every file part is downloaded exactly once if the

it
%already in the beginning
r_once=zeros((num_devices-p)*num_parts,x);
b_once=zeros((num_devices-p)*num_parts,1);
c_once(1:1:(num_devices-p)*num_parts,1)=
for i=1:num_devices

if i==1&& p==1

else

for j=1:num_parts
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r_once(1+(i-1-p)*num_parts+(j-1),f+1+(i
p)*timesteps*num_parts+ .
(-1)*timesteps:1:f+1+(i-1-
p)*timesteps*num_parts+j*timesteps-1)=1;

if fO(i,j)==0
b_once(1+(i-1-p)*num_parts+(j-1))=1
end
end
end
end
A=[A;r_once];
B=[B;b_once];

ctype=[ctype;c_once];
clear r_once c_once b _once

%the file part has to be uploaded as much as downlo
step
%(there can’t be any 'free’ file parts)
same=zeros(num_parts*timesteps,x);
b_same=zeros(num_parts*timesteps,1);
c_same(l:num_parts*timesteps,1)= 'E';
for i=1:num_parts

for j=1:timesteps

%r(t)=1
same(1+(i-1)*timesteps+(j-1),f+1+(i-1)*time
timesteps*num_parts:f+r)=1;

%s(t)=-1
if g==1
for k=1:.num_devices

if k==1
same(1+(i-1)*timesteps+(j-1),f+
1)*timesteps+(j-1))=-1;
elseif j~=1
same(1l+(i-1)*timesteps+(j-1),f+
1)*timesteps+(j-1)+
(k-2)*(timesteps-
1)*num_parts+timesteps*num_parts-i)=-1;
end
end
else
same(1+(i-1)*timesteps+(j-1),f+r+1+(i-1
timesteps*num_parts:f+r+s)=-1;
end
end
end

A=[A;same];

B=[B;b_same];
ctype=[ctype;c_same];

clear same c_same b_same

%creating the parameters for the optimization
H=[l;

%variable lower bounds

Ib=zeros(x,1);

%variable upper bounds

ub=[];
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%variable types (I=integer, B=binary, C=constant)
vartype(1:f,1)= "

vartype(f+1:x-z)= "

vartype(x-z+1:x)= 'B' ;

%do want to see all the optimizing steps (1) in the
params.msglev=1;

%minimizing (1) or maximizing (0) the solution
sense=1;

%objective function

C=zeros(x,1);

for i=1:num_devices
for j=1:timesteps

%pushing the empty timesteps to the end

C(f+r+s+1+(i-1)*timesteps+(j-1),1)=1000+0.1
end

end

disp( '--- The problem has been sent to Xpress. ---'

%sending the problem to Xpress
[xopt,opt,status,extra]l=mexpress(sense,H,C,A,B,ctyp
s);

clear A B ctype Clb ub

fopt=zeros(num_devices,num_parts,timesteps);
ropt=fopt;

sopt=fopt;

zopt=zeros(num_devices,timesteps);

%gathering the optimal solution xopt to better read
for i=1:num_devices
for k=1:timesteps
for j=1:num_parts
fopt(i,j,k)=xopt(1+(i-1)*num_ parts*time
1)*timesteps+(k-1));
if i==1 && p==1
ropt(i,j,k)=0;
else
ropt(i,j,k)=xopt(1+f+(i-1-p)*num_pa
1)*timesteps+(k-1));
end
if i==1 ” g==
sopt(i,j,K)=xopt(1+f+r+(i-1)*num_pa
1)*timesteps+(k-1));
elseif g==1&&k~=1
sopt(i,j,K)=xopt(1+f+r+(i-2)*num_pa
num_parts*timesteps+(j-1)*times

end
end
zopt(i,k)=xopt(1+f+r+s+(i-1)*timesteps+(k-1
end
end
info=[ 'Time taken: ' num2str(extra.time)

num2str(extra.time/3600)
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output or not (0)

*(-1);

e,lb,ub,vartype,param

able matrixes

steps+(j-

rts*timesteps+(j-

rts*timesteps+(j-

rts*(timesteps-1)+
teps+(k-1)-j);

B
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hours. The problem had num2str(num_devices) ' devices,
num2str(num_parts)

' fileparts, num2str(timesteps) ' timesteps. Used model was
bittorrent7.’ I

%rounding the results
zopt=round(zopt);
fopt=round(fopt);
sopt=round(sopt);
ropt=round(ropt);

%autosaving the results

nimi=[ 'workspace'  num2str(num_devices) "' numa2str(num_parts)
numz2str(timesteps) "“mat' ];
save (nimi)
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