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Executive Summary

Replacement market is getting more and more important as theusemmer market
saturates. So far the market forecasting methods have emphésizeelv customer
business and the replacement market forecasting has been instyfisophisticated.
This paper approaches replacement demand forecasting from two dirdeiisthyg; it
explains some models of replacement demand found from the liter&agaendly it

explores drivers for replacement behavior.

Unfortunately the literature overview reveals no directly appleeanodels, but the
models examined are all helpful. Duration model would have requiredadealata

on the age and life cycles of the mobile phones in use, from which therfposes a
problem: the age could only be estimated or acquired through a survey ebtaas

is no data on which devices are replaced and which ones stifl ase.i A generation-
based approach was not directly applicable to mobile phones. The bottom-up-
approach using aspiration levels of phone users seemed interestirignast mot
easily convertible to the case at hand. The idea to sbanttfie motivation vs. cost of
replacing that was used in the search for drivers was, howespired by this
approach. Finally, the approach of using probability functions to desdiebeylles

seemed feasible, but would require analysis on how the life cycles could batedtim

The four groups of drivers identified for replacement of a functional pheere
technological change, subsidy policy of the operators, change in the coiesumpt
ability and the price of the mobile phones. The applicability of some cqutgum
ability indicators was analyzed against recent development of eapdet demand.

The data, however, was somewhat insufficient for the purpose of verifying the drivers,
and although the analysis showed that there exist correlations hetemacement
sales and different parameters, such as GDP, these relagomsot consistent across
different markets. Due to the fast increase in the amountllofazephones also the

amount of replacement sales has increased independent of many economic drivers.

The next step would be to include drivers of other categories and ex#mine

applicability in estimating the life cycles in mature markets.
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1 Introduction
1.1 Background

As the first-time buyer market for mobile phones is saturating,ntesest of the
handset manufacturers is drawn to the old customers replacing-tinetnt device.
The replacement market differs from the new customer marked so the
replacement demand needs to be forecasted separately from theddefrthe new
customer market. The client (Nokia Mobile Phones) does have metlwds f
forecasting replacement demand, but the market forecasting methads ha
emphasized the new customer business. Figure 1 illustrates tluipata of this
study for evaluating replacement demand. Our primary focus is on “The eha

consumers replacing”.

Replacerent
Newusers
demand
Demand o Demand o
of phones ir= | P i glc of phones ir=" | pk g¢
use unc_: iona Use ro _en
device device
] ]
The shareof The shareof
consumer: broken devices
replacing

Figure 1 The overall picture of replacement demand. The ammt of replacements of
mobile phones is a function of the mount of phones in use and the share of the owne

replacing their device.
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1.2 Research Problem and Objectives

The research problem is the followingow should replacement demand of mobile

phones be forecasted?
The research problem is divided into the following questions:

e What are the models for replacement demand forecasting descrilibe in
academic literature?
o0 Can these models be used in the Nokia case?

e Are there external drivers, based on which the replacement demand could be

forecasted?
The objectives of the study are the following:

e To find ideas for replacement modeling from the literature

e To find drivers for changes in replacement demand and test how well they

explain changes in replacement demand
1.3 Focus of the Study

The literature review will take a more general perspectiveeplacement modeling,
whereas the practical part will be more focused. In the faligwihe focus of the

practical study is described and justified.

Replacement demand consists of replacements of broken devices ares dieat do
not meet with the aspiration level of the consumer anymore. fituve ©f broken
devices is probably quite constant, whereas substitution of functioriakgdes more
variable. This is why our analysis on indicators focuses on thatisn where the
current devise is still working. The data we have on replacematag mcludes both
kinds of replacement, but the changes in the level of replaceteerdnd are mostly

due to consumers replacing an operable phone.
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The study on indicators focuses on the faciodicating change in the share of
mobile phone userseplacing their handsets. The actual number of replacement
demand requires information on the past sales so that the numbebité phones

currently in use can be calculated. This is taken into account in the analydasa.

Forming a complete model of replacement demand forecasting is tie¢ scope of
this paper. The search for drivers ultimately serves the purpo$erming such
models, so the requirements a good model poses on the drivers havekienbatta

account.
1.4 Structure of the Report

The report is organized in four parts: introduction, theoreticalogpr, practical
approach and conclusions. The theoretical approach includes a chtiesvliterature
concerning replacement demand modeling and discusses the findingsgaitth t@
the client. Practical approach deals with the drivers for repiaat demand- first
explaining which factors could indicate changes in replacementdewiamobile
phones and then testing the reliability of the drivers. The latbseaf the part will
conclude the findings. Finally, the results are summarized and skstus the last

part of the report.
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2 Theoretical Study

The purpose of this section is to explore academic literature orfigle of
replacement demand modeling. The approach we use is to summalzesthe
brought up by four relevant articles and discuss their applicability arfdinesss in

the case of Nokia.

2.1 Literature Overview on Replacement Demand Model ing
2.1.1 Observable and unobservable determinants of r  eplacement

of home appliances (Fernandez 2001)

Duration models have lately become popular in modeling replacement garcha
behavior (Fernandez 2001). This is because they are better in anaignmpdex
dynamic processes, such as choice behavior, than conventional dislcoate
models. The duration models are constructed to estimate the duraidheilength
of some event. In stead of a regular probability distribution the duratamels are
usually based on a hazard function (see e.g. Kiefer 1988). A hazardifurcta
conditional probability function that is denoted hes¢). The hazard function
describes the probability at which events will be ending at timeen that it had
lasted until timet. A hazard function is constructed as follows. Let the cumulative

distribution function be
F() =P(T <t (1)

which specifies the probability that the random variable T 9s than some given

value t. The corresponding density function is then
f(t) = dF(t)/dt 2)
The survivor function is defined as

S(M=1-FKT)=P(B1)
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which is the complement of the cumulative function F(t) giving ttabagbility that
the random variable is greater than some given value t. The Hapatthn is then

defined as

A(t) = f(O)/S(1) (3)

The most commonly used distributions are the exponential distributidntlze
Weibull distribution due to the fact that their hazard functionsratteer simple and
thus convenient to use. The hazard functions of the normal and lognormal

distributions are much more complex.

When modeling economic behavior it is useful to add other componentsrieamti
to the model as well. Lancaster (1979) and Kiefer (1988) add exphkanaiwables to

the model. Using a proportional hazard specification the function becomes

AL X, By o) = (X, B) Ao(D) (4)

where ) is a “baseline” hazard function, x is a vector containing theaespbry
variables ang@ is a vector containing the coefficients of the variables. ift@ans that
the distribution is identical for all events if considered omith respect to time. The
addition of the explanatory variables shifts the distributions up and dodlang
the time axis. This brings differences between events in vacginditions defined by
the explanatory variables. The parameters of the model are estimath the

maximum likelihood method.

Both Lancaster (1979) and Kiefer (1988) apply the duration model to amalyzi
unemployment and re-employment. However, newer studies (e.g. Raymond et al
1993 and Fernandez 2001) apply the duration model approach to the replacement of
home appliances. Raymond et al. state that hazard models allowufth richer
relationships between the ages of the goods and the probabilitlesrafeplacement
than typical dependent variable models. Fernandez uses the duratientonanalyze
observable and unobservable determinants of replacement of heating equpchent

9
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central air conditioning systems. She recognizes the importardenadgraphic and
lifestyle variables, perceived obsolescence, styling and fashion ancbrenental
awareness among other variables, on the likelihood of replacemetrieentb take
them into consideration in the duration model. Using the hazard fungifmoach
presented by Lancaster (1979) and Kiefer (1988) she adds explanatahjesa—
regressors — into the model. She uses variables describing eh&hwand
conservatism of the customers, the operating costs of the applandehe usage of

the appliances (deprecation).

The duration model is very versatile; it is useful in studying bo#cro and
microeconomic phenomena. The general formulation of the hazard function allows for
many different variations simply through changing the explanatory vesiabl
However, the application of the hazard function approach requires thaighiata on

the distribution of the ages of current appliances and the lengths lifethgcles of

the appliances. So, as such the duration model is not applicable &sthefdNokia

Mobile Phones (we don’t have the required data so that we could apply this model).

2.1.2 A Choice-Based Diffusion Model for Multiple G enerations of
Products (Jun and Park 1999)

Jun and Park (1999) develop a model that incorporates both diffusion ané choic
effects to capture simultaneously the diffusion and replacemen¢gses for each
successive generation of durable technology. The model differs fromopsevi
diffusion models in that effects of exogenous variables such asgpegacorporated

into the diffusion process by modeling choice behavior of the consumemadiel

also set low requirements on sales data, since replacemenirsfulifchase sales

mustn’t necessarily be distinguishable.

10
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Requirements for data

Jun and Park (1999) categorize sales data for multigenerational gradaotding to
data availability. Type | data distinguish between replacement iestepd@irchase
demand, whereas in Type Il data these two different types of denaamedsot
distinguishable. When Type | data is available, installed base q@irdlaeict for each
generation can be observed. Installed base is the number of produsts for that
generation in the time period. With Type Il data, only the number et gal each
generation can be observed in the time period. Two slightly diffenentels are
developed to manage the tasks with both kinds of sales data. Exogenousvaaab
be included in the utility functions of consumers, thus the diffusion nwadeinclude

control variables.

The model

By studying the choice behavior of consumers, the sales patterns pfoswets can
be understood and sales forecasting models for those products can be devélepe
model introduced by Jun and Park (1999) makes some assumptions of choice

behavior and diffusion effects:

1.Newer generation products completely replace older ones
2.Consumer buys one unit if she/he chooses to by a product
3.Consumer’s choice in each time period is independent of her/hisechoic
previous periods and depends on the choice utility for generations available
the time
The model also assumes that the error term of utility funcotiows the extreme
value distribution. This simplifies the model and the justificatbthis assumption is
given by Moshe and Lerman (1985). The complete description of the modid deta
are omitted here. In principle the model basis on the factctivagumer chooses a
specific product that maximizes her/his utility (or is happy doindning}. Utility

functions with or without exogenous variables for both first- and regacshasers

11
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are generated. With help of utility functions the following probabilittes be
estimated for Type | model

e The probability that the"kgeneration will be chosen from set of alternatives by
first-purchaser at specific time.

e The probability that an™i generation user upgrades to tH& deneration at
specific time.

and for Type Il model:

e The probability that a consumer (either first- or replacerdentand) purchases
k™ generation product at specific time.
These probabilities are used in estimating the installed baseyper | data and the

number of sales of each product generation for Type Il data.
Applications

Jun and Park (1999) introduce two applications of the model. The data used to
validate the Type | model consists of 24 yearly observations of dgal@ for four
successive generations of IBM computers from 1955 to 1978. The generations of
computers were launched: 1) vacuum tubes 1955, 2) transistors 195&@3ated
circuits 1965, and 4) silicon chips 1971. The installed bases of eaclaty@mean be
observed and no exogenous variables, such as price, are availablmodékis
applied to estimate the number of IBM computers representiagidur possible

generations in use as a function of time.

The Type Il model is tested with data consisting 46 quarterly obgmrsaof
worldwide shipments for four generations of DRAM memory from theuarter of
1974 to the ¥ quarter of 1985. The generations of DRAM were launched: 14k 1
quarter of 1974, 2) 16K%Bquarter of 1976, 3) 64k"quarter of 1979, and 4) 256K 4
quarter of 1982. Only the number of quarterly shipments (not the number of fgsroduc

in use) is available for each generation. The price per bavalable for this

12
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application as an exogenous variable. The model is applied to edtiraatieipments

of different DRAM generations as a function of time.

Usability in case Nokia

Information of the sales of different mobile phone models should be laleaiia

order to apply the methods suggested by Jun and Park (1999). Still, Nok&’'s dat
would be of Type Il assuming that it is impossible to keep trackemumber of
different phone models in use in time periods. This assumption ésl lmasthe fact

that although we could observe operators’ sales to new customers dmebwwehe

total number of sold phones in time periods, we would not know which generations
the customers old and new phones represent. As a consequence of only datpe |
available, the forecasts using the model suggested by Jun and Park (be®®) w
measure the total sales of different mobile phone models in futbese forecasts
would surely be interesting, but they wouldn’'t meet our demand for reptatem

sales.

It can also be argued that the generations of mobile phones doesesstangy fulfill

the assumptions of the model suggested by Jun and Park (1999) because the
differences between the phone generations aren’t as clear lashwitpplications
tested by the authors. There are simultaneous many different ploalesnfitted to
different kinds of consumer profiles in the market and these models exclude
each other. Still it can be supposed that the launching of a elel decreases the
sales of older models. The importance of the paper by Jun and Park @88 to

the Nokia's existing forecasting model is the completely diffestarting point to the
study: analyze the successive generation of durable technologyy Ibenassumed
that the launching of a new mobile phone model and also exogenous wa(&able
price, advertising) have something to do with the replacement belw\dostomers.

The problems are encountered with the need of information of the namdi&erent
phone models used in the market at each time period. With this infonnaaailable,

the future replacement sales forecasts could be distinguished out of the Type.| model

13
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2.1.3 Modelling diffusion and replacement (Islam an  d Meade 2000)

Islam and Meade (2000) survey and evaluate different forecasting srfoddbtal

sales of consumer durables, which include both a diffusion component and a
replacement component. When estimating replacement demand, IslaiMeade
(2000) conclude that it is critical to estimate the lifetiofethe consumer durable

accurately.

Replacement sales depend on the number and ages of consumer duedidgssald.
The first modeling approach tries to decompose historical timessef total sales
into first time and replacement sales. Replacement saldarérer divided into one
year old durables, two year old, and so on, which makes it possible tatestimcial
replacement parameters for different probability functions. Thense@pproach
taken is to use a model-free replacement process, where fie afhthe distribution

of product lifetime is estimated from time series data.

The time series data sets available for calculations ceataiata from approximately

10-30 years.
Modeling Approach

Islam and Meade (200) model replacement sales using a densitprhjr(d't), which

Is a function of the lifetime T of the product. Using this functibe proportion of
durables that have survived i time periods can be calculated us$ingtéon called

survival function:

Using the survival function the value of replacement sales atctaméve calculated to
be

14
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t
R =Y [M(i-1)-M()]s_ , where g is the total sales in a period t-i.
=1

t

As one can already see the crucial part is to estimate a correity demstion f(T)

for the products lifecycle. Islam and Meade (2000) divide=ckfiit alternatives into
one parameter density functions (Triangular, Poisson, andeiglay and two

parameter models (Gamma, Weibull, Truncated Normal, and Sup&oipps

For the chosen models parameters are calculated using fer@ulifvariables that can
be estimated from the time series data. These parameters axethge service life
of a product E(t) and the maximum service lif& Tslam and Meade (2000) continue
to conclude that maximum likelihood methods were used to eddctie parameters,
but fail to show the actual functions used. Parameters figreht distribution
functions were later derived from the average service life andmoax service life

using specific transformation functions. (Islam and MeadéQp
Estimation

Islam and Meade (2000) used 42 data sets for the estimatitme akeplacement
models. Parameters were estimated using maximum likelihoocbdsetiihe actual
estimation process was conducted with two different philugsp In the first one,
average life cycle data was taken from existing sources and onigthibe shape
parameters were calculated from time series data. In the secor@hcpm@il the

parameters were calculated from time series data.

The first approach using average life cycle data from outsigles® showed that the
two parameter models were clearly better than one parameter n@detd.these the
Gamma distribution was the best one, as it provided thst accurate estimates. The
actual difficulty with two parameter models was the calcutatibneeded parameters,
which succeeded only in 40% of the cases. In one parameter riueletculation of

parameters always succeeded.

15
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The second approach using only time series information was even mqgokceted.
Here the demands on the data sets are far greater becaugganaoneters have to be
estimated. It was found, that the parameter estimation raseleoged to allowable
values. For example in the case of Gamma distribution only 14% ote8is

succeeded.

Overall the success rate of valid parameter estimationowsin the range of 20-

40% for all models.
Summary

The different life cycle density functions were shown to provide a good
approximation for the life cycle of a durable good. The major difffculas in the

parameter estimation and over half of the cases failed because of this.

In the end Islam and Meade (2000) concluded that just as good estintaiobhe
done using a distribution free approach, where does not use anycsgestifbution.
The needed “shape parameters” are roughly estimated from tn@rdbée based on

expert opinion.
Case Nokia

For Nokia the article provides clear signals. First of alhtiudd be understood that
the estimation of the parameters may not be possible from thmgxata, especially

in a young and dynamic industry as telecommunications.

If the parameters are estimated using an expert opinion one stubuldcessarily use
any specific distribution function, but could do fine with a rough estimadf the

product life cycle from previous data.

16



Replacement modeling benchmarks and indicators of change
-Hamalainen, Lattunen, Leskel&, Niemi, Simila-

2.1.4 Environmentally friendly replacement of autom  obiles (Marell,
Davidson and Garling 1995)

Context of the study

Majority of purchases are replacements for products such as chitesn
refrigerators, TVs, VCRs and CD players. According to previoudiest product
failure is seldom an important reason for replacement. Insteadtetnarice,
advertising, styling and new features are found to have a greater .iidpactver the
timing of durable-replacement purchases has not been an importgttfee theories.

Not much literature on the topic exists.
Conceptual framework and study hypotheses

Marell, Davidson and Garling (1995) hypothesize that an owned durable tseeome
candidate for replacement when assessed as being worse thanextmsaspiration
level (i.e. the replacement purchase intention will increal®d. aspiration level is
defined as a minimally acceptable quality (Simon 1955, 1956). The taspilavel
has a key role, because it is supposed to mediate influences of actorg,fsuch as
expected changes in economy, changes in sociodemographic facioge<im taste,
and marketing of technological innovations. The mediating affect ofatispirlevel
may be understood as an effect of directing attention towardsediffattributes. For
example, if styling is an important feature of a product then the tguaii the
currently owned product will be more influenced by styling. Aspiratiaelldoth

changes and causes changes in the assessment of the current durable.

Marell et al. (1995) assume several mediating steps to take pefore a replacement

is made. Conceptualization of these steps is presented in Figure 2.

17
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Economy

- ) Decline of
Technological innovations

Sociodemographic factors owned product

Taste

Environmental concerns
Y
Aspiration .
level *» Comparison Current level
Replacement .
purchase Goal setting ~[¢————— Competing
intention goals
¥
Market
search
v
Replacement
purchase

Figure 2 A conceptualization of factors affecting eplacement purchase

Applied in the case of Nokia

The idea of the difference between aspiration level and percqudy level as a
factor affecting in replacement purchases is very tempting. Howapplying this

kind of approach into Nokia’'s forecasting models would require totally new
procedures. The biggest question is how to define and measure aspeaisrand
perceived quality levels. If duplicating this article’s approach, Nekiauld conduct
consumer surveys and measure aspiration level and perceived deaétyby
guestions. This method would be bottom-up instead of top-down, and would require
significant resources. For curiosity it is described next howdifierence between
aspiration level and perceived quality level was studied in thiscpkart case of

automobiles.

18
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Study objectives

e Whether the timing of replacement purchases is related to ffexedce
between owner’'s assessment of the current quality of their autenarid
their aspiration level.

e Whether information indicating that either early or late repted is better
for the environment affects the timing of replacement.

e Whether or not such an effect of information is mediated by changes in

aspiration level.

Method and sample

The researchers interviewed one hundred automobile owners in Swedeghtlar
telephone. Interviewees were randomly divided in two groups. Forrgtegfoup it
was communicated that an early replacement of an automobilétes &ed for the
second group a late replacement was communicated to bettengdkenvironment.

The following information was gathered from each respondent.

e Sosiodemographic factors (household size, age of household members,
education, occupation, income)

e Factors related to the car and its usage (type and frequency of use, cost, year of
purchase, recent repair costs, number of other automobiles avadatiie
household.)

e Aspiration level (measured with a set of three questions, suchPlaasé
indicate on this scale (O=legal to drive to 100= brand new) whheisvorst
level (lowest quality/lowest standard) of automobile you find acceptabl
own?” The aspiration level was then determined by average.)

e Environmental concern (measured with a set of seven questions @bea Sc
O=very little, 100=very much)

e Perceived level of quality (on the scale from 0 to 100 of their own car)

e Replacement purchase intention (timing)

19
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e Actual replacement purchases (from the national register of automobiles)
Results

Marell et al. (1995) used path analyses to examine whether ney@atceurchase
intention is related to the difference between aspiration lewel current level.
Maximume-likelihood estimates were used to form two models. \WWghfitst model it
was found that all path coefficients reached significance exbaptassociated with
the path from aspiration level to replacement purchase intentiohwias only
marginally significant (see Figure 3). In the second model, wiuntamed additional
factors, the age of the automobile was found to be insignificant antbeméntal
concern and income close to be significant. Other factors veemedfto affect as

predicted (see Figure 4).

0.32%%* Replacement | | Replacement

purchase purchase
intention

Aspiration 0.19*
level

statistical
significance

*p<0.1
**p<0.01

Figure 3 Model 1
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Income

0.18*

0.3**
_0.11 _0.38***

Replacement
Replacement

Automobile Current level purchase +—>  purchase
age

intention

0.36***

0.24** 0.28** 0.21*
Information - L
Timing Aspiration
manipulation preference level
statistical
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Environmental

concern **p<0.01
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Figure 4 Model 2

As drawing a conclusion from Marell at al.’s study, it can & shat replacement
purchase intention was causally related to the current ledethanaspiration level in
both models. Further the information (early replacement bettenégdlacement

better) given was found to affect the aspiration level.
2.2 Discussion on Findings of Literature Overview

Four different replacement forecasting approaches were justire@&nThere were
fundamental differences between each one of them as, for examplappteach
taken by Jun and Park (1999) meant that a totally new, generation baseachppr
would be needed. Marell, Davidson and Garling (1995) in turn argued that by defining
aspiration levels one could adopt a bottom-up approach to replacemesatstong.

As good as these methods might be, they are out of our project’s scope.
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We also studied the dynamics of the duration model. The model wasnkert
feasible, but the real problem was that one would need precise d#dta ages of
current mobile phones and the lengths of the life cycles of these plibfessible
data is available the method provides a promising approach for Nokiase their
estimations on. Islam and Meade (2000) suggested an easier way tastforec
replacement demand: we would just need to specify a probability funbdbmould
describe life cycles of mobile phones. Just as with the duration | mibeereal
problem is to estimate the life cycle lengths correctly, ab as the maximum life

time of a phone.

With current data the estimates for the life cycle lengtind average life cycles are
hard to conduct, as not long enough time series are available. Ndbbifes are a
relatively young market, where the constantly changing dynamics oindhustry

make forecasting based on historical data almost impossible.

This brings us to our next question of what should be done to corresituhgon.
The following chapter tries to give ideas to the problem and irtiplfocus on the
guestion of what factors should be considered when estimating, forpkxathe

average life cycle of mobile phones.
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3 Practical Study

In this section, a more practically oriented point of view is tat@mpared to the
previous section with a theoretical emphasis. Now our goal is toidpes that are
applicable with regard to the data and methods available. Howevenputid be
emphasized that the goal is not to give a direct answer to thespraifl how to
forecast replacement demand, because forming a complete model veoh&lond
the scope of this project. Instead, we aim at explaining whairgashould be taken

into the model and proving this by using actual market data.

Before going into the details of the drivers, we shall explain Wwigatgéquirements of

the model are, and hence, what is required from the drivers as well.

3.1 Practical Requirements of Replacement Forecasti ng
Models

Replacement forecasting methods should fulfill several requiremegarding
practicality. The model should be easy to explain, understand and chabletiy¢he
assumptions and the output of the model should be discussable also among people that
have no expertise on the field. This is highly important for twinmeasons: the
model should be verifiable and open for further development if the atisms of the

model are no longer valid.

The model should be parameterized in such a manner that most charthes in
replacement environment do not demand a change in the core of the modsthdrut

in the parameters of the model.

The usability of the model is a significant characteristite Thodel should be quick

and easy to use and the costs of the usage should not be excessive.
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Table 1Characteristics of a good replacement demanuodel

Understandability

Usability

Moderate costs of usage

Ideal drivers have the following characteristics: their @alare known or at least
possible to forecast very accurately, the information should be inexpeonspather,

and finally they should be both reliable and powerful predictors.

Table 2 Characteristics of good replacement drivers

Availability of forecasts/data

Inexpensiveness

Reliability of forecasts/data

Powerfulness as a predictor

3.2 Dirivers for Replacement Demand

There are two fundamental factors affecting replacement demantéluriotional
mobile phones: the relative costs of replacement and the degrabiiew phones. If
we are able to identify the most significant factors affecteygacement demand,
analyzing the change in these factors (variables) should reveathtdmgge in

replacement demand. We shall thus call these factors drivers.

This chapter introduces and explores the usability of four groups ofrgirfee
replacement demand: 1) change in consumption ability, 2) price of mobile pBpnes
subsidy policy of the telecom operators and 4) technological changes. Siltarte
capture the relative costs of replacement and the technolatiealjes affect the
desirability of the new phones. The following Figure 5 demonstratesienéfied

factors affecting replacement demand.
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Changédn consumptiot

ability Relative cost
Subsidy policyf the £ replacemenr\ Replacemer
telecom operator Desirability of / demand

Priceof mobile phones/ replacement
Techological change

Figure 6 Factors affecting replacement demand

3.2.1 Indicators of Change in Consumption Ability

The change in people’s ability to consume will have an effect onatee ef mobile
phones. One could conclude that the more money people have to spend theegnore

will consume, which will directly affect the level of replacement sales.

To measure these changes we need to have indicators thag filtiteria introduced
in the beginning of chapter 3.1. Possible measures are for exampledgnosstic

products (GDP), consumer price indexes (CPI), wage indices, anckedifiaterest
rates. What makes the estimation difficult, are the fundameritatatices between
different markets. Let us introduce a small example to gléng dilemma. In market
1 the GDP has been growing steadily over the past 5 years andthe heyglacement
sales. However, market 2 went into a recession when 3 years had padsthe GDP

actually fell, while the replacement rate grew.

The mobile phone market in general is in its infancy. General ecorodiaators
have existed for decades, while mobile phones have become common omy in t

recent years. Due to this effect, the mobile phone penetrationasateell as the

25



Replacement modeling benchmarks and indicators of change
-Hamalainen, Lattunen, Leskel&, Niemi, Simila-

amount of replacement sales, has increased almost independentiyyindicators.
In the long run we can expect this relation to strengthen, which mategoa to

consider.
3.2.2 Price of Mobile Phones

It is obvious that the price of mobile phones affects the willingteebsly a new one.
As prices drop and more attractive models are offered at lower prices, peoplera

willing to replace their old ones.

One could say that it is enough just to measure the overall pricesaall mobile
phone categories. Our argument is, however, that the average pikedyisdistay the
same over time, as new, more expensive models are constantly introduced. This forces
us to divide the market into different categories. We could kamgple classify

phones into three generic classes and calculate the average pricdhfonea

In reality the different prices are relatively hard to gatiret the forecasting of price

development is almost impossible in a dynamic industry.
3.2.3 Subsidy Policy of the Operators

In most markets the operators subsidize mobile phones in ordemp teew
customers: the phone is bought as a package deal with the subscwptesa, the
price of the phone is not transparent. In such package deals tbeneustommits
himself or herself with the telecom operator for a given periotihad. The level of
subsidy is an indicator of how small a share of the retail pritkeophone is left to

the consumer to pay and how big a part is covered by the operator.

It is probable that the subsidies affect the replacement lwehthe customer is likely
to change the phone between the deals with the operator. Replacerniarg also

affected by the length of the contracts.
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One could think that the level of subsidies is similar to the @gcan indicator. On

one hand it is, as subsidized phones seem cheaper to consumers, buitbarttie

level of subsidies affects the extent to which the replacebedravior is dictated by

the telecom operators and their contract policy. If the levelib$idies is high and the
contracts short, replacement cycle is shorter than in situatibesevthe level of
subsidies is low or the contracts are long. The following figureodstrates the
relationships between level of subsidy, length of contract between the operator and the

customer, and the length of replacement cycle.

Levelof
subsidy
Lengthof ) Lengthof
> replacemer
contraci
cycle

Figure 7 Subsidy policy affects length of replacenm cycle

3.2.4 Technological Change

It is quite obvious that development of the products make replacenoeattempting.
If there are only similar products in the market as the cudewice, there is only
little desire to replace it with the available models. Thange in technology can be
gradual and incremental or totally disruptive. The transition famalogical mobile
phones to digital phones is an example of a technological discontinwith S
fundamental changes are still relatively rare. Minor technadbgitanges include the

launch of SMS messages and color screens.
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Technological change is undoubtedly a very difficult indicator to measusglyF
how could a discontinuity be distributed across time? The affeaissobntinuities
often are distributed over a long time period. How should this be tateeaccount in
the model? Secondly, evaluating the significance of technological changeryi
difficult beforehand. Comparing color screens against the abiligki pictures with
the phone sounds easier than it is. Who would have thought that SMS messages would

become such a success?

One way to overcome the problem could be to use expert opinion. Analystdeould
asked to assign a value between zero and one to describe tenceleof the
technological improvement: zero for a barely significant improvemedtome for a
discontinuity. Also, the variable should be measured from the consumers’gboint
view. It should measure thgerceivedtechnological change rather than the actual

difference.

A less challenging indicator would be, for example, the number of phondsrinde

the market, which is fairly easily estimated.

3.3 Evaluation of the Drivers

In this chapter the drivers are evaluated against the ariteria good indicator:
availability of data, the cost of collecting the data/making fasts; reliability of the
data/forecasts and powerfulness in explaining change in replacbetentior. Table

3 below presents the evaluation on a scale of low, medium and high.

Availability of data (and forecasts) is good if the data is atséel inside of Nokia or
there are public sources of information easily accessible eTérey, for example, a
plenty of estimates on the development of GDPs. The number of upcoblokig's

models is probably relatively easily available inside of Nokia.

What makes data and forecasts expensive is the use of expert opitfend#ta is

easily quantifiable, collecting the data and forecasts shouliybgicantly cheaper.
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Forming a technological index out of experts’ opinions is time consummgg a

therefore costly. The more effort is needed, more costly the indicatoroisro f

Reliability is at the highest with data that is received fidokia itself. Data given by
another party may be corrupted and therefore untrustworthy, whereassteraave

problems of accuracy.

Powerfulness of the drivers is a pure guesstimate. It seentallothat GDP or
consumer price index is more distantly related to replacementvibehtnan
technological change. However, these drivers should be considered asllyspeci

the mature markets the replacement rate may largely depend on them.

When forming a model out of these drivers, there should be driverdl dfiea

categories included. The drivers within the same category may replace leach ot

The previous discussion shows, that especially the number of newsnufddbkia
should be included in the model. Also the prices of mobile phones could be a good
indicator. GDP could be used as well, but not with a high emphastswuse it is

cheap, yet only distantly related to replacement demand.

In the end, none of the factors itself is enough. But by combining theasefiethese
factors one could, for example, forecast the development of the aviéeaggcle of

mobile phones, which could then be fed into the forecasting models examined earlier.
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Table 3, Evaluation of the drivers

Usefulness
Availability - Powerfulness
. Cost of data| Reliability
&
[oX
E |GDP, CPI, Wages
§ Interest rates, etc. [ high low high medium
" Subsidy level medium medium low medium
% Contract length [ medium medium medium medium
% Switching costs  |low high Low medium
The whole market
category prices |low high medium not tested
average prices |low high medium not tested
_§ Nokia alone
GE; category prices |high low high not tested
g Average prices |high Low high not tested
Number of models
the whole markellow medium medium not tested
& Nokia alone high Low high not tested
é Discontinuity index Low medium low not tested
E Change index Low medium low not tested

3.4 Description of the Data

Unfortunately only some of the drivers presented previously wereahigilfor

testing. The data received from the client was incomplete — propablly due to
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confidentiality concerns, and probably partly because it would have beem rathe
difficult to acquire just for testing purposes. The most intergstariables, such as
the price and number of new models, were not available. In addition, thevda
actually received contained holes that could not be repaired without knavatghe
market in question was and what the real figures were — thévéig indexed. The
period of time that was presented in the data was also too shgitet any reliable
results. More data points would have been helpful. The data was degiablone
should be cautious with interpreting the results, which are presémtéhe next

chapter.

The data we used in the analysis consists of 13 variables. flbles have quarterly
data from 1996 to 2002. The data is collected from 11 markets (@s)ntkihich are
anonymous. The variables and the type of data are presented in Table 4.
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Table 5 Variables and their explanations

Variable Type

Replacement sales Replacement sales volume, tkribwm
New sales New sales volume, unit unknown
Mobile Subscribers Number of subscribers, unit wvkm
Population Indexed; base 2000 Q4 =1

Retail sales Indexed; base 2000 Q4 =1

GDP Indexed; base 2000 Q4 =1

CPI Indexed; base 2000 Q4 =1

Exchange rate (with the dollar)

Indexed; base 200G 1

Long term interest rate

Long term interest ratea¢exduration
unknown)

Short term interest rate

Short term interest raeagt duratior
unknown)

Subsidy level

Classification into 6 categories 10,...,
5) with 5 being the highest subsidy levd

Wage compensation

Indexed; base 2000 Q4 = 1,

one

observation per year only so each quarter

was given the same value

Consumer confidence

Percentage change in CC-index dne
guarter to the next.

The data is obtained from the client, but the details of the data left out due to

security reasons. Thus, for example we do not know the countries thetsnar

represent. Also, to hide the size of the market, variables like gtogpuland GDP

were indexed so that we can only see the proportional changes eattihh market.

The consumer confidence indices had to be manipulated because thleyater

measured on the same scale in every market. To take care girdbiem we

calculated the percentage change in the index from one quarter to the next.

The dependent variable we were interested in was the pageenf subscribers

replacing their cellular phones each quarter. This new varidRéplacements per

subscribers” (i.e.”renewal rate”), was calculated from thealb&es “Replacement

sales” and “Mobile subscribers”. The replacement sales volunegdairquarter was

divided by the number of mobile subscribers at the end of the pregicarser.
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Similarly, we calculated the portion of the population buying theit firone (“New

sales” divided by “Population”) and used this combined variable in the analysis.

3.5 Results

3.5.1 Correlations

We calculated the pair-wise Pearson correlation coefficlagtiseen the independent
variables and the dependent variable. We used “Replacemestsgogeribers” as the
dependent variable in the analysis. We used the risk level of 0.0 a&siteria for
statistically significant results. The correlations werénmested for each market
individually and then for the combination of all the markets. Magetas left out
from the analysis because there were no observations avatalleefindependent

variables from this market.

The correlation coefficients between the dependent variable and theemuldat
variables in each market are presented in Tables 6 andtfierd were no data
available for some independent variable in a particular markéttloe variable was
constant, the correlation coefficient could not be calculated. $hisrioted by “N/A”
(Not Available) in the following tables. For each market theegsen27 cases or less
available. The statistically significant correlations are &dlénd underlined. The
results of the correlation analyses are presented in mai (@tetluding the p-values)

in Appendix 1.
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Table 6 Pair-wise Pearson correlation coefficientfor “Replacements per subscribers” and the
independent variables for individual markets (1/2)

Variable Consumer Congumer Exchange Lgng term
) price GDP interest New sales
confidence , rate

Market index rate
Market 1 -0,510 0,901 N/A 0,893 -0,569 0,774
Market 2 0,013 -0,441 -0,252 0,677 N/A 0,513
Market 4 -0,029 0,885 0,712 0,790 -0,266 -0,088
Market 5 -0,206 0,619 0,568 0,645 -0,705 0,378
Market 6 -0,084 0,405 0,313 0,286 0,026 0,524
Market 7 0,061 0,095 0,009 0,472 -0,754 -0,268
Market 8 0,109 0,287 0,644 -0,536 0,683 -0,584
Market 9 N/A -0,473 -0,477 0,242 N/A 0,304
Market 10 N/A -0,346 -0,455 -0,353 N/A -0,222
Market 11 N/A -0,619 0,788 0,599 N/A -0,337

Table 7 Pair-wise Pearson correlation coefficientfor “Replacements per subscribers” and the
independent variables for individual markets (2/2)

Variable New Retail |onortterm Subsidy Wage
sales/population sales Interest level compensat

Market rate ion
Market 1 0,756 0,931 -0,682 N/A 0,892
Market 2 0,510 0,612 N/A 0,358 0,419
Market 4 -0,095 0,864 0,001 N/A 0,887
Market 5 0,374 0,737 -0,821 N/A 0,536
Market 6 0,524 N/A -0,450 0,426 0,351
Market 7 -0,279 -0,692 -0,488 -0,094 -0,148
Market 8 -0,619 0,052 0,013 N/A N/A
Market 9 0,295 N/A -0,135 N/A N/A
Market 10 -0,230 N/A -0,200 N/A N/A
Market 11 -0,357 -0,796 N/A -0,084 N/A

Based on these results it would seem that “Consumer confidengest ia good
predictor of replacement behavior. The correlations between theatadles and the
dependent variable are not significant in any of the markets (eXCegpisumer
confidence” in market 1). “Consumer price index” was significantlyetated with
the dependent variable in seven markets. However, the sign of theieaéffras not
consistent throughout the markets. “Exchange rate”, “GDP”, “Populatimh™Retall

sales” were significant in six markets, but again the signs weémnsistent. The rest
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of the variables were significant in a couple markets. Also, one shotgdthe fact
that data were not available for all the variables in allnfaekets. For instance, the
correlation between “Subsidy level” and “Replacements per substrimrsl only
be calculated from four markets due to the lack of data oratttetHat subsidy level
was constant in many of the markets. The changes in the sign dfditge rate” can
be explained through the fact that some countries export whereas witpend
cellular phones. Thus the exchange rate has the opposite effectpostens and
exporters. Also, the calculation of the consumer confidence index \atasfrom

country to country, so it might not be a reliable measure.

After this we combined together the data from all the markelisefecluding market
3) and calculated the same pair-wise correlations. The rem@tpresented in the

following table.

Table 8 Pair-wise Pearson correlation coefficientfor “Replacements per subscribers” and the

independent variables for the combined data

Variable Correlation | p-value | Cases included | Missing cases
Consumer confidence 0,028 0,713 175 105
Consumer price index 0,171 0,005 270 10
Exchange rate 0,067 0,272 270 10
GDP 0,212 0,001 270 10
Long term interest rate -0,695 0,000 140 140
New sales 0,241 0,000 270 10
Population 0,229 0,000 270 10
Retail sales 0,275 0,000 189 91
Short term interest rate -0,388 0,000 216 64
Subsidy level 0,319 0,000 198 82
Wage compensation 0,317 0,000 158 122
New sales/population 0,237 0,000 270 10

From the above table it can be seen that only “Consumer confidenc&xithnge
rate” were not significantly correlated with “Replacemem¢saer subscribers” when
all markets were taken into account. It is worth noticing thatptvalues of the
significant correlations are extremely small. The number oésascluded in the
analyses is quite large for each independent variable. It ieestiteg to note that
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“New sales per population” is now significantly correlated with thependent
variable even though it was not significant for each market alose, &le signs of
the correlation coefficients are what one could expect based on economic theory. Only
the appropriate sign of the consumer price index is debatable. On one hesating:
prices should diminish purchases but on the other, increasing inflataamindicator

of an economic upswing.
3.5.2 Linear Regression

We started out with the combined data. Our attempt was to budlgrassion model
with as many statistically significant independent variables asitpgesand with a
high coefficient of multiple determination {Rfor the overall model. In addition, the
plotted residuals should not show any significant errors in the cotsiruaf the
model. First we formulated a model that included all variabléss Tesulted in a
model where there was multicolinearity present. The VIF-vatwes 10 was a clear
indicator of this. We studied the pair-wise correlations betwleewvariables that had
high VIF-values. It turned out that “Wage compensation” was highly edectiwith
“Consumer price index” and “GDP” and “Short term interest fatese correlated
(naturally) with “Long term interest rates”. Thus we excludedeah®g variables.
After this there was no multicolinearity present, but allitiddvidual variables were
not statistically significant (the p-value of the t-test wasatgr than 0.05). We
excluded the insignificant variables one by one until there weng siatistically
significant variables in the model. The results of this lagfression model are

presented Table 9.
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Table 9 The final model for the combined data

UNWEIGHTED LEAST SQUARES LINEAR REGRESSION OF REPHESUB
PREDICTOR

VARIABLES COEFFICIENT STD ERROR STUDENT'S T P VIF
CONSTANT -0.07732 0.07375 -1.05 0.2976
LTINTERES  -0.65194 0.14851 -4.39 0.0000 3.3
RETAILS -0.20989 0.03049 -6.88 0.0000 3.4
SUBSIDY 0.01449 0.00156 9.27 0.0000 3.9
EXCHANGE -0.05409 0.02350 -2.30 0.0240 2.5
GDP 0.40825 0.09240 4.42 0.0000 2.2
R-SQUARED 0.8104 RESID. MEAN SQUARE (MSE) 2.782E-04
ADJUSTED R-SQUARED 0.7986  STANDARD DEVIATION 0.01668
SOURCE DF SS MS F P
REGRESSION 5 0.09514 0.01903 68.39 0.0000
RESIDUAL 80 0.02226 2.782E-04

TOTAL 85 0.11740

CASES INCLUDED 86 MISSING CASES 194

The variables that were significant in the model were: “Long tenterest rate”,
“Retail sales”, “Subsidy level”, “exchange rate” and “GDP”. Thedel explains
about 81 % of the variation of the dependent variable and the katiest is quite
large. This means that the model has explanatory power in thaticthtsense. Also,
the plot of the residuals (Figure 8) indicates, that there areoarse errors in the
structure of the model. However, only 86 cases were included in the bexhise
the observations for some variables are missing from many teakéd all the cases

with one missing value are omitted from the entire model. So actually, markets 2, 6, 9,
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10 and 11 are not included in this regression model. Surprisingly, the siBetafl
sales” was negative even though the sign of the pair-wise camrelaith the
dependent variable was positive. One reason for this is undoubtedécthibat only

few markets are included in this model.

Regression Residual Plot

4

I
0 24
© +

+
+
% +4:" + + 4+ +
o e + + + w +
x + + + +
n + + o+ i
@ o- R S . " ot o+ F
N + + ++jf . T .
T i n Lo +
© i + I +
B . "
© +
2
e S +
+ o
4
4
T T T T T T
0.00 0.03 0.06 0.09 0.12 0.15

Fitted values

Figure 8 The plot of regression residuals

If we omit “Long term interest rate” from the model we get dilditional cases.
However, after this the model only explains 62.5 % of the variatidhe dependent
variable, so the model is significantly worse. Also, the sign otdiReales” remains

negative.

We built regression models also for the individual markets. Howéivés, worth
noticing that each model is based only on about 27 cases. This mdaihsvithde

difficult to construct models with more than two significant independantbles.

38



Replacement modeling benchmarks and indicators of change
-Hamalainen, Lattunen, Leskel&, Niemi, Simila-

The following table lists all statistically significant varieblfor each market. If the
sign of the coefficient of some variable was negative, thigdisated by a minus sign
in front of the variable name. In addition, the coefficient of rpldtidetermination
(R% and the F-test value are presented for each. For some ofafets it was
possible to build alternative models by replacing few variablessel heplacements
possibilities are shown in the last column. However, any of thenattee models

result in lower R values.

Table 10 A summary of the results of the regressioanalysis for each market

Market Variables R"N2 F Alternatives
Market 1 [Consumer confidence, wage compensation 0,847 66,45 [wage -> retail sales
Market 2 [GDP 0,458 21,16 [GDP -> (CPl)/retail sales/(wage)
Market 4 |CPI 0,783 90,18 |[GDP, wage, ratail sales
Market 5 [Long term interest rate, retail sales 0,615 19,16 |single variable: GDP, wage or CPI
Market 6 [CPI 0,164 4,90
Market 7 [GDP, subsidy, exchange rate, long term interest rate 0,784 20,00
Market 8 |Exchange rate, -retail sales 0,636 20,99 [ -retail sales -> -CPI
Market 9 [CPI 0,224 7,21
Market 10 | -CPI, short term interest rate 0,349 6,48 -CPI -> -GDP
Market 11 |GDP, -retail sales 0,780 42,45

The most common significant variable in the models was CRva#t a significant

explanatory variable in four markets and could have been used in three others.

The second most common variable was GDP, which was found in threésnitie

other variables were encountered in one or two cases.

The best models in terms of the coefficients of multiple detextion were found for
the markets 1, 4, 7 and 11. The weakest models were found for the néar@atsd
10.
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3.5.3 Discussion of the Results of the Correlation and Regression

Analyses
Correlations

The correlation and regression analysis did not produce clearsréaidt will first
analyze the results of the correlation analyses and comparestiits from different
markets with each other. Finally, we will discuss the findings of réggession

analyses.

When all the data was grouped together, all the drivers except “Consumer confidence”
and “Exchange rate” were significantly correlated with the depmndariable,
“Replacements per subscriber”. Also, the signs of the coefficisate consistent

with economic theory. The only variables with negative coefficients were the long and
short term interest rates. The expected sign of effect of “Cagrspnce index” is
debatable. An increase in the index indicates an increase in rieeaberice level.

The effect of an increased price level can have either ayeosita negative effect on
consumption, depending on the development of wages. If wages increaseaess th
prices, consumers’ purchasing power will decline, but if wages iseresore, the
purchasing power will improve. It is therefore impossible to know tliectefof

inflation without having additional information on the economy.

The problem with the coefficients is that they are quite small, mgrmgainly from 0.2
to 0.4 indicating that there is no clear linear relationship betweedrivers and the
dependent variable. The best linear correlation, -0.7, was found béetweenterm

interest rate” and the dependent variable.

Most of the drivers we tested turned out to be significantly coecklatith the
dependent variable in many of the individual markets as well. Atggcorrelation
coefficients (for the significant correlations) were in priteimuch larger than for all

the markets put together. Interestingly, some variables behaved rdiffefeom
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market to market. The signs of the correlations varied pretty rdpdbetween
markets. Both interest rates were mainly negatively corcelétethe correlations
were significant), but “Long term interest rate” was positivedyrelated with the
dependent variable in market 8. “GDP” was positively (and sgamfiy) correlated
with the dependent variable in the majority of the markets, but st mematively
correlated in market 8 with a coefficient of -0.5835. The signhefcoefficients of
“Exchange rate” and “Consumer price index” varied a lot. A summattyeobehavior

of all the variables is presented in Table 11.

Table 11 A summary of the behavior of the independ# variables in the correlation analysis

Variable Significant in n markets Sign of the coefficient
Consumer confidence 1 minus:1
Consumer price index 8 minus:3 plus:5
Exchange rate 6 minus:2 plus:4
GDP 8 minus:1 plus:7
Long term interest rate 5 minus:4 plus:1
New sales 5 minus:1 plus:4
Retail sales 7 minus:2 plus:5
Short term interest rate 5 minus:5
Subsidy level 3 plus:3
Wage compensation 5 plus:5

This implies that models could be built better for each market shaallly rather than
constructing one general model to fit all markets. It would seemtlieae are no
universal drivers, at least not among the ones we have testedpdssile, that
markets behave differently in the analysis because they aifarent phases of the
product life cycle. It is very plausible that saturated markethave differently than
emerging markets. However, we cannot speculate on that here, sigicengeknow

the identities of the markets.
Regression Analysis

Regression shows that many independent variables are correlatéddimehbrity in
the model), i.e. many drivers describe or are the result of time stonomic

phenomena. In most models “Wage compensation”, “GDP”, “Consumeripder’,
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and “Retail sales” were highly correlated with each other. Thhey twere
interchangeable in the regression models. Naturally, also “Shortinéenest rate”
and “Long term interest rate” were correlated with each p#wonly one of them

could be included in the model.

When constructing models for the individual markets we were nottaldenstruct
models including on average more than two variables. This is becatisenasket
included only 27 cases and values for some variables were misgsimgnfiany

markets.

Based on the regression analyses, the best drivers would be “GDP”, beerdétest
rates and “Consumer price index”. These were most commonly thanekmly
variables in the regression models. However, the behavior of thesbles was not
consistent at all times. For example, the coefficient of “GIP’market 8 was
negative. Also, half of the models did not explain the variation ofdémmendent
variable (“Replacements per subscribers”) too well and tivere only one or two
independent variables in the models. The values @i Ehese models ranged between
0.2 and 0.6 for six markets. For four markets (markets 1, 4, 7, 11) the maaels
somewhat better; at least the explanatory power was higher. Thexagise more

statistically significant variables could be included in the models.

The results from the analyses are somewhat vague and aetreresonflicting. This
could be due to the fact that countries in different phases beliff@ently. One
should also consider the results with caution: perhaps the drivetscageneral and
the purchase of a cellular phone too minor. A cellular phone is rdjatnexpensive,
so the purchasing decision of a cellular phone is not as impogdhatof a larger
appliance or a car. One could expect that general trends in the gcombith our

drivers monitor, would affect the demand for cars more clearly.

The results of the regression analyses as well as the comadatlyses indicate that

there are some economic indicators that could explain changd® ireplacement
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pattern. The best drivers seemed to be the GDP and the consureeingex. The
results also indicate that there are other factors affectipigaement behavior than
the ones we have tested. One reason for these results veettave included only

drivers from only one category (change in consumption abilities).

Also, cellular phones are a relatively new product and the markespecially for
replacement purchases — are newly developed. At this point inthieneeplacement
demand is increasing no matter what. In most markets there has been a huge growth in
new phone purchases in the past few years. It is only natural ehaeglacement

sales are increasing now (due to phones breaking or becoming old-fashibagsl);

were no replacements in the past because nobody had a phone. Therefore the
development of macro phenomena, such as GDP growth may not seem to have any
effect on the replacement behavior. We should wait for a few yeanes to be able to
examine relationships between the drivers and the replacemeandeithen the

growth would have leveled off and the markets would have become more stable.

3.6 Neural Network- approach
3.6.1 Visualizing variables with Self-Organizing Ma  p

Self-Organizing Map, or more briefly SOM, is a tool commonly usedpioeative
data mining. SOM is an example of more general class of neatxabrk algorithms.
The power of SOM is its capability to visualize multidimensiateth in a convenient
way to human being. It is extremely hard to get idea of the dependehcidgferent
variables, cluster structure or possibly irrelevant variablethé data if we have
measurements consisting of, let's say, a couple of dozen vari&iiés.offers one
way to face this challenge of high dimensionality. The advantage©Obf ®ith
respect to many other methods are its capability to capture norpirogeerties and its
lack of assumptions (e.g. Gaussian features) of the data in han&OMeamethod
doesn’t build any model, but it can be treated as descriptive toolpdip@se of
introducing SOM algorithm in this context is deepen the analysis magesvious

sections. We re-analyze the situation where data from all rsadet grouped
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together and find possible explanations to small linear correlatepusted in Table
8. The SOM method suits best in situations where the amount of diizesvia data

is high, so analysis of the individual markets is excluded.
Overview of the SOM method

A brief overview of the SOM algorithm will be given next. For aren detall
description, we encourage to familiarize oneself with the book by Koh(897).
SOM consists of a certain number of neurons. The number of neurons caelpe f
chosen, but in practice the dimensionality of the data and the warstedctibn level
fix this amount. Each neuron has got a position in the data space spanned by the
variables of the data. We call this space input data spadbeAery beginning, the
positions of the neurons are randomized. The SOM algorithm triesganize the
positions of the neurons to match the probability density of the datamBaiss that
there are more neurons in those parts of input space where the mirobservations
is also high. The neuron map will be loose in the parts of the inpus sgaere the
existence of observations is rare. The trained SOM map cambehuserpreted as an
abstraction of the primary data. It is a collection of points inrtpat data space, the
number of these points is lower than the number of observations jprithary data

and these points try to represent the whole collection of primary data observations.

An important property of SOM map is the fact that for each of theons, the
neighboring neighbors are specified. Although the positions of the neurens ar
randomized at the beginning of the training procedure, the neighboring netgons a
close to each other after the training has been completed.sTthie explanation for

the name self-organizing. The neighborhood preserving property of SOM nhakes i
possibly to arrange the neurons on a discrete grid revealing the nemnghbori
connections between the neurons. Here we restrict to the situatiae, @gdud neuron

has six neighbors and the resulting SOM grid becomes hexagonal. Wihecal
discrete grid as output data space. As earlier stateld,nearon has got a position in
the continuous input data space. Now the neurons can also be placeddmtritte
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output space too. The capability to visualize high dimensional data dooneghe
fact that we can observe properties of the high dimensional inpu¢ §man two-

dimensional discrete grid in output space.

In Figure 9 is presented a simple example of SOM trained fnmydimensional data
consisting 270 observations. A hexagonal SOM map with 120 neurons arranged in
[12x10] output space grid is trained with the data. Since the inpug spaaly two-
dimensional, we can plot the observations and also the neurons on a ptane. F
Figure 9 can be seen, that the positions of the neurons afteaithegrare distributed
along the density of the observations on the input data space. Thereaaye
possibilities to visualize the output space, see e.g. Vesanto (1999)wedehave
drawn two component planes visualizing the two variables of the datatopology

of the component planes is similar. It means that a hexagolhdhaeis in same
location in every component plane refers to the same neuron. Integoretcolors

of the cells is following. Select one hexagon from output spaceiniptisity we take
upper left corner. We can find out the position of this neuron in inputspaize by
reading the colors of upper left corner hexagon in the two component plachéisen
verifying the colors to the color bars beside the component plamésis neuron’s

case Variable 1 is about 3 and Variable 2 is about 2.5.
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Figure 9 Example of SOM trained from two-dimensionh data. On the upper left subfigure are
plotted the observations from the data. The lowerdft figure shows the organized SOM neurons
and connections between them in the primary data sige. The subfigures on the right hand side
are SOM component planes in the discrete output g

Applying SOM method to the data

In the previous sections we calculated linear correlations (T@bénd built linear
regression models (Table 9). Pair-wise linear correlationyeme small and linear
regression model is extremely sensitive to missing valuested s@rlier. These facts

encouraged us to make some reanalysis with different type of metbbts&@ts well
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in this purpose, since it truly differs from the methods applieatieeaNonlinear
dependencies between the dependent and explanatory variables eaiigrttaken
into account and the found correlation results with t-values may b@fdbbecause

normality of the data cannot be assumed.

The training data for SOM consists of quarterly observations froomd@et areas
over the total available time period. The markets were aggregate one matrix
containing total 270 observations. Market 3 was again excluded becauaektlod
most values. One observation was lost from each market sinceebenpe of a
variable derived from one year lagged values. The resulting SOMegented in
Figure 10 and the variables included in the training can be found on the top of
component planes. Interpretation of the map is harder than usually, d#ravslues
of most variables in the observations are proportions or differerarestie reference
quarter defined by the supplier of the data. The reference valt@rissame year in
every market, but each market has its own value. Thus the resultthe#dd®M map
must be interpreted as market’'s deviation from its own refereaice. The lack of
knowledge about the absolute values and the preceding manipulations done ta the dat

makes again the found results doubtful.

The analysis of nonlinear dependencies means seeking such amasifferent
component planes that looks someway similar. In Figure 10, there isoragg s
correlation between “GDP” and “Wage compensation”. An example of tooed
nature of correlation is between “Consumer price index” and “Excheaigé The
important thing in our problem context is that there is not presetiagle sariable or
combination of several variables, which could explain the shape ofothponent
plane representing the dependent variable, “Replacement per sulsscddy the
lowest values of “Long term interest rate” indicate high “Repment per
subscribers” value. This negative correlation was found earligmgl linear
correlation analysis. The SOM training procedure was repeatbdsoiihe variables

left out, but the situation remained quite same. The SOM based iarddgsn’t thus
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reveal any latent properties of regression that the lineaysamahight earlier have

unobserved.

Still, the use of SOM method can give valuable information of other pgrepdrom
the problem in hand. One way to increase the value of SOM is incapgbeatime
behavior of markets in the analysis. SOM is static itself,ifowie assume that the
neurons represent the possible “states of the world”, we can anafanges of
markets’ states in time on the component planes. In Figure l€piesented the
trajectory of Market 1 starting from the Q2 of 1996 and ending at Q0@2. The
trajectory reveals that the Market 1 has increased thedales. The increase is at
first sales to new customers and at the latter part of timevaitthe market is heading
to the high replacement sales area of the map. This example shov@&wan be

used in monitoring a market’s change in time versus several variables.
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Figure 10, SOM component planes representing elevemeasured variables. The trajectory
indicating the quarterly movement of Market 1 (from Q2 of 1996 to Q4 of 2002) is shown on top

of each component plane. The starting point of thrajectory is marked with dot.
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4 Conclusions

Replacement demand forecasting provides a formidable challenge in the
telecommunications industry due to its dynamic nature. Many tragitroathods are
rendered useless as there does not exists sufficient amoumsedddries data and
even if feasible data is found it contains so many discontinuity pihiatsestimation

relying on it will require significant effort.

The contribution and focus of this paper was in introducing differenbriadhat

might be used in estimating replacement parameters. Our arsigsied that Nokia
should clearly focus on parameters from four categories, which pamameters
influencing consumption abilities, price of mobile phones, subsidy levelsthend
overall technological change in the industry. We believe that through theseepenra
Nokia could accurately estimate, for example, the average life ofenobile phones

and so use some of the models found in the literature search.

We also conducted an example analysis with data from Nokia’'s soUite idea was
to test how we could estimate replacement sales parametéh® consumption
abilities category. The analysis shows that there exists alatmre between
replacement sales and different parameters like GDP, conguitelindex and retail
sales. However, these relations are individual for each mankiedliffer a lot between
markets. This could be due to the fact that the markets ardéfenedt phases of
economic development. One can expect industrialized countries to lzbfiarently

from developing countries. Also, an economic crisis in a country affett the

behavior of the drivers in the market.

From the correlation and regression analyses, as well asOleapproach we can

conclude that models would be better built for each individual magther than

trying to group all the markets together. There are some drivarsgthose that we

tested that would seem to explain changes in the replacement petterever, we

have tested drivers from only one category (changes in consumptioiespditit of
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four. The next step would be to add drivers from the other thregocegs as well.
This would be a good topic for future research into the replatepadtern of cellular
phones. The data for the three other categories is more difficalitain. Especially
the measurement of technological change is difficult. One point afesttén the

future would be to construct a technology index as a proxy for technological change.
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Appendices

5.1 Appendix 1 — Correlations

Correlations with replacements per subscribers, all markets

Variable Correlation | p-value | Cases included | Missing cases
Consumer confidence 0,028 0,713 175 105
Consumer price index 0,171 0,005 270 10
Exchange rate 0,067 0,272 270 10
GDP 0,212 0,001 270 10
Long term interest rate -0,695 0,000 140 140
Retail sales 0,275 0,000 189 91
Short term interest rate -0,388 0,000 216 64
Subsidy level 0,319 0,000 198 82
Wage compensation 0,317 0,000 158 122

Correlations with replacements per subscribers, Market 1

Variable Correlation | p-value | Cases included | Missing cases
Consumer confidence -0,510 0,007 27 1
Consumer price index 0,901 0,000 27 1
Exchange rate N/A
GDP 0,893 0,000 27 1
Long term interest rate -0,569 0,002 27 1
Retail sales 0,931 0,000 27 1
Short term interest rate -0,682 0,000 27 1
Subsidy level N/A
Wage compensation 0,892 0,000 27 1

Correlations with replacements per subscribers, Market 2

Variable Correlation | p-value | Cases included | Missing cases
Consumer confidence 0,0126 0,9643 15 13
Consumer price index -0,4407 0,0214 27 1
Exchange rate -0,2523 0,2042 27 1
GDP 0,6771 0,0001 27 1
Long term interest rate N/A
Retail sales 0,6124 0,0007 27 1
Short term interest rate N/A
Subsidy level 0,3581 0,0038 27 1
Wage compensation 0,4193 0,0464 23 5
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Correlations with replacements per subscribers, Market 4

Variable Correlation | p-value | Cases included | Missing cases
Consumer confidence -0,029 0,888 27 1
Consumer price index 0,885 0,000 27 1
Exchange rate 0,712 0,000 27 1
GDP 0,790 0,000 27 1
Long term interest rate -0,266 0,179 27 1
Retail sales 0,864 0,000 27 1
Short term interest rate 0,001 0,996 27 1
Subsidy level N/A 28
Wage compensation 0,887 0,000 27 1

Correlations with replacements per subscribers, Market 5

Variable Correlation | p-value | Cases included | Missing cases
Consumer confidence -0,206 0,300 27 1
Consumer price index 0,619 0,001 27 1
Exchange rate 0,568 0,002 27 1
GDP 0,645 0,000 27 1
Long term interest rate -0,705 0,000 27 1
Retail sales 0,737 0,000 27 1
Short term interest rate -0,821 0,000 27 1
Subsidy level N/A
Wage compensation 0,536 0,004 27 1

Correlations with replacements per subscribers, Market 6

Variable Correlation | p-value | Cases included | Missing cases
Consumer confidence -0,084 0,676 27 1
Consumer price index 0,405 0,036 27 1
Exchange rate 0,313 0,112 27 1
GDP 0,286 0,149 27 1
Long term interest rate 0,026 0,937 12 16
Retail sales N/A
Short term interest rate -0,450 0,019 27 1
Subsidy level 0,426 0,027 27 1
Wage compensation 0,351 0,073 27 1
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Correlations with replacements per subscribers, Market 7
Variable Correlation | p-value | Cases included | Missing cases

Consumer confidence 0,061 0,764 27 1
Consumer price index 0,095 0,638 27 1
Exchange rate 0,009 0,966 27 1
GDP 0,472 0,013 27 1
Long term interest rate -0,754 0,000 27 1
Retail sales -0,692 0,000 27 1
Short term interest rate -0,488 0,010 27 1
Subsidy level -0,094 0,640 27 1
Wage compensation -0,148 0,460 27 1

Correlations with replacements per subscribers, Market 8
Variable Correlation | p-value | Cases included | Missing cases

Consumer confidence 0,109 0,604 25 3
Consumer price index 0,287 0,147 27 1
Exchange rate 0,644 0,000 27 1
GDP -0,536 0,004 27 1
Long term interest rate 0,683 0,001 27 1
Retail sales 0,052 0,795 27 1
Short term interest rate 0,013 0,947 27 1
Subsidy level N/A 27 1
Wage compensation N/A 27 1

Correlations with replacements per subscribers, Market 9
Variable Correlation | p-value | Cases included | Missing cases

Consumer confidence N/A

Consumer price index -0,473 0,013 27 1
Exchange rate -0,477 0,012 27 1
GDP 0,242 0,223 27 1
Long term interest rate N/A 27 1
Retail sales N/A 27 1
Short term interest rate -0,135 0,502 27 1
Subsidy level N/A 27 1
Wage compensation N/A 27 1
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Correlations with replacements per subscribers, Market 10
Variable Correlation | p-value | Cases included | Missing cases

Consumer confidence N/A

Consumer price index -0,346 0,077 27 1
Exchange rate -0,455 0,017 27 1
GDP -0,353 0,071 27 1
Long term interest rate N/A 28
Retail sales N/A 28
Short term interest rate -0,200 0,920 27 1
Subsidy level N/A 28
Wage compensation N/A 28

Correlations with replacements per subscribers, Market 11
Variable Correlation | p-value | Cases included | Missing cases

Consumer confidence N/A 280
Consumer price index -0,62 0,00 27 1
Exchange rate 0,79 0,00 27 1
GDP 0,60 0,00 27 1
Long term interest rate N/A 28
Retail sales -0,80 0,00 27 1
Short term interest rate N/A 28
Subsidy level -0,08 0,68 27 1
Wage compensation N/A 28

5.2 Appendix 2 - Project

This chapter will introduce how the actual project was conducted, weed the

different phases and what went well and what could have been done better.

5.2.1 Phases

The project was divided into three major phases, which were theytphase, the

application phase, and the recommendations and writing phase.
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5.2.1.1Phase 1 — Theory

In the theory phase we conducted a literature research. This wa®yleearching
different articles from databases and company websites andy fibailding a
portfolio of feasible papers. It was found that articles on replenerdemand

forecasting were few and only four relevant studies were found.

The findings were discussed within the group and presented toiehé &ased on
these discussions the plans were refined and the project wasaeadyd into phase

two.
5.2.1.2Phase 2 - Application

Phase 2 consisted of multiple different subproblems. First we hddntiiarize
ourselves with Nokia’s current model used in replacement forega3this was done

with the help of manuals and the actual model.

After spending some time with the current model it was decidedttslaould not be
emphasized, as new ways of doing things should be introduced. Also ttlesarti
proved to be pretty much useless to our purposes, as they provided orfiéasdvie

ideas and the data available to us did not fill the required criteria.

The emphasis was then shifted to introducing new drivers, which Nokid aselin
estimating parameters for their current model. To do this weyzsthlother market
data received from Nokia against historical replacement niembée also tried to
apply some new analyzing methods like self-organizing maps so that the data could be

looked at more thoroughly.
5.2.1.3Phase 3 — Recommendations and writing

In the final phase recommendations for the client were done anchéheeiport was

written. The findings were also discussed with the client in detail.
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5.2.2 Workload

The workload experienced during the course is introduced in detailbie T2. As

one can see, the hours exceeded the hours projected for the course.

The first phase went according to our initial schedule and a thexsy of four
different approaches was identified. The second phase, however, exceeutwetiabur
time projections. Here getting to know the data and analyzing it toddefeond time
that we had estimated and proved to be a real problem with evegingalata. In the
end, phase 3 went according to our plans, as it mostly consisted of wtitimgsults
on paper and discussing them with the client. The project tod#teablit longer than
expected. Especially, the analysis of the data and the discussidre akgults
exceeded the time allocated for them. However, the actual wafitige report was

faster than we anticipated.
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Table 12, The course workload (per person)

Hours
Phase 1
Meeting client 3
Article search 5
Reading the articles 10
Compiling results 10
Writing the plan an
presenting it 4
Total 32
Phase 2
Getting to know the model 5
Data
Getting familiar with datg 15
Analyzing 20
Meeting with clients 4
Writing the report 5
Excursions 5
Total 54
Phase 3
Further analysis 15
Developing
recommendations 10
Writing the paper 15
Communicating results |
client 4
Attending seminar sessior 2
Total 46
Total duration of project 132
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5.2.3 Lessons learned

In many ways, one could say that the project was successful and diohteihcany

major failures.

First of all, the project was conducted on time and accordingliémt wishes,
secondly we were able to fulfill our research problem at leasbime form. During

the project our team functioned well.

On the other hand, some things could have been done better. In the begiening th
goals were too ambitious as we desired to test new models witla'slakita and
thereby introduce new ways of conducting forecasts. However, this provéa et
the case as it was not possible to apply the models ditedtig available data. Also,
when defining the project scope we could have identified a cleazaklgigoal. The
scope of the project changed during the course of the semester, sd teespand
additional time refiguring the specifications. However, things Iies¢ are hard to

foresee and from our perspective we managed the project fine
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