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Työn saa tallentaa ja julkistaa Aalto-yliopiston avoimilla verkkosivuilla. Muilta osin kaikki oikeudet pidätetään.



Background – DNNs

Larger DNNs make calculations more intensive
• Slow forward passes
• Computationally expensive to create 

mathematical programming problems

1



Example – Upper bound
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Example – Upper bound
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Example – Zero weights
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Example – Zero weights
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Example – Linear dependence
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Example – Linear dependence
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Methods

• Train the models using different 
optimizers and regularizations

• Find the upper bounds 𝐺 and 
the lower bounds "G for each 
neuron

• Prune the network with the 
illustrated algorithm

• Check that the output of the 
pruned network matches the 
output of the original network, 
and log results
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Training the models – variations

Trained with Pytorch, and used the MSE loss function.

Optimizers:
1. Adam
2. AdaDelta
3. SGD
4. SGD with momentum

Model architecture 
[2,1024,512,512,256,1]

Regularization parameters:
1. L1 (Lasso) regularization, 𝜆!! ∈

0,0.001,0.01,0.1,0.5
2. L2 (Ridge) regularization, 𝜆!" ∈

0,0.001,0.01,0.1,0.5
3. L1+L2 (Elastic net) 

regularization,
𝜆!! , 𝜆!" ∈ [ 𝜆, 𝜆 , 𝜆
∈ [0.001,0.01,0.1,0.5]

à 13	×	4 = 52 models
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Data - Goldstein price

𝑥 ∈ −1.5, −0.5
𝑦 ∈ [−0.5,0.5]

Training samples: 40,000
Testing samples: 8,000
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Training the models – hyperparameters

Optimizer Epochs Training time 
min/model on T4

Training time 
min/model on 
M2 Max

Learning rate Learning rate 
decay 𝜸

Gradient norm 
clipped to

Adam 600 10 14 0.001 0.95 5

AdaDelta 2000 31 45 1.5 0.9985 False

SGD 2000 30 43 0.025 0.998 5

SGD with 
momentum

800 13 19 0.005 0.995 5
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Training the models – losses
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Testing the
models
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Testing the
models
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Bounding and pruning the network

Bounds were calculated by computing the LP relaxations for the MIP 
problems for each neuron.

For each model, the bounding took ≈ 8 min.
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Results
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Results

17



Results by
layer
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Conclusions

The AdaDelta optimizer with 𝜆"! = 0.5
or 𝜆"! = 0.1 yield the best results.

The Adam optimizer yield 
consistently good results.
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Limitations

Only trained one model for each combination.
Only tried LP relaxed bounds.
Only considered strict inequalities in upper and lower 
bound clauses.
Only considered DNNs with the ReLU activation.
Did not consider other architectures, like CNNs, RNNs or 
attention models.
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Sources and materials

• Thiago Serra, Abhinav Kumar, and Srikumar
Ramalingam 2020. Lossless Compression of Deep 
Neural Networks. Bucknell University and the University 
of Utah. Usa

• Linkola, J. 2023. Reformulating deep neural networks as 
mathematical programming problems. Bachelor thesis. 
Aalto-University. School of Science. Espoo. 

• ML_as_MO package (https://github.com/gamma-
opt/ML_as_MO). Includes implementations for 
calculating bounds
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