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Background – computational challenges 

in LP-solvers

• Computational time of large-scale linear and stochastic 

optimisation problems can be significant and impractical.

• Solution time increases as problem size increases

– 90000 constraints, 70000 variables: 9 seconds

– 7 million constraints, 39 million variables: 509 seconds

• Sample of Mittelmann benchmarks:



Background – efficient solvers and 

parallelization

• Three well-studied algorithms behind the LP-solvers:

– Simplex-based methods

– Interior point method

– First-order methods, for example PDLP

• Performance improvements by CPU-parallelism



Background – PDLP-method and 

cuPDLP-C solver

• Simplex and interior point methods:

– Solving sparse linear systems computational bottleneck

– GPUs not optimal for solving sparse linear systems

• PDLP-method:

– Matrix-vector multiplication computational bottleneck

– Modern GPU infrastructures designed for that bottleneck

• Only PDLP-method has potential for the GPU-parallelism

– Open source design for GPUs: cuPDLP developed by HiGHS



Objective

• Evaluate computational performance of the GPU 

accelerated LP-solver cuPDLP-C with big reference 

problems of different sizes.

• Evaluate and compare the computational performance 

with reference solvers.

-  Replicating Mittelmann benchmarks for cuPDLP, and CPU 

parallelized version of simplex and interior point method based 

HiGHS solvers.

• Recognize possible strengths and weaknesses of 

cuPDLP-C solver analysing solver competitiveness and 

problem types.



Tools

• Triton (Aalto high-performance computing cluster) used 

for running calculations using CPUs and GPUs

• cuPDLP-C open source solver used for solving LPs on 
GPUs using the first-order algorithm

• HiGHS open source solver used for the CPU versions

• Mittelmann benchmarks used as a basis for the 

reference problems (https://plato.asu.edu/ftp/lpopt.html)



Schedule

• Introduction to the topic 04/2024

• Setting up and first tests of the cuPDLP-solver 05/2024

• Writing the thesis 06-07/2024

• Implementation of the computational performance 

evaluation 06-07/2024

• Results presentation 08/2024

• Thesis ready 08/2024
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• CuPDLP-C: https://github.com/COPT-Public/cuPDLP-C
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