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Decision trees

• Branch and leaf nodes

• Popular choice for classification problems

• Easy to interpret



Top-down method: Classification and 

regression trees (CART)

• Top-down approach, starting from the root node

• Every split is made in isolation without information about 

future splits

• Split determined by optimisation problem (minimising 

impurity score)

• Creates a binary tree (splits into two groups in every 

branch node)



MIP method: Optimal classification trees 

(OCT) model

• Creates the whole tree once with full knowledge of all 

possible splits

• Results in a globally optimal solution

• Construction is an NP-hard problem

– However, reasonable with modern computing power and solvers



MIP formulation for OCT model

• Restriction: Only axis-aligned splits (taking only one 

dimension into account)

• 3 hyper-parameters: maximum tree depth, minimum leaf 

size, complexity parameter



Aims

• The goal is to implement the MIP decision tree 

formulation in Julia, using Gurobi as an optimiser

• The model will be tested and analysed on various 

datasets with different hyper-parameters

– Focus on speed and accuracy

– Datasets for example from Kaggle*

• Results will be compared to the top-down approach 

(CART)

*www.kaggle.com/datasets



Schedule

• 23.4. Code is implemented

• 30.4. Testing is completed and results are analysed

• 1.5. Start of the thesis writing

• 16.5 Thesis done
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Appendix: MIP formulation
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