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Background

• External hazards and 

malfunctions may cause 

disruptions

• The decision maker (DM) can 

minimize their impacts

Figure 1: Example of a transportation 

network adapted from Ip. W. H, Wang. 

D. (2011)

Figure 2: Disruption at edge number 8



Measuring performance (1/3)

1.  Average number of independent passageways (IP)
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Figure 3: Two independent 

passageways between 

nodes 2 and 7 ⇒ 𝑘 2,7 = 𝟐



Measuring performance (2/3)

2.  Global Efficiency (GE)
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Figure 4: Distance between 

nodes 5 and 10 is 4 ⇒
𝑑 5,10 = 𝟒



Measuring performance (3/3)

𝑉 𝑤, 𝑥 = 𝑤1 𝐼𝑃 𝑥 + 𝑤2 𝐺𝐸(𝑥) , 𝑤 ∈ 𝑆

• Linear combination of chosen metrics:

• Expected value over all possible states of the network:

𝔼 𝑉 𝑤, 𝑥 = ෍

𝑥∈ 0,1 𝑀

ℙ 𝑥  𝑉(𝑤, 𝑥)



Reinforcement actions

• Consider 𝑟 alternative reinforcement actions

• Type 1: Reinforce existing edges 

• Type 2: Add new edges to the graph

Figure 5: Decision tree for reinforcing 

edge k in the network



Portfolios of reinforcement actions

• A portfolio 𝑞𝑘 dominates portfolio 𝑞𝑗, denoted 𝑞𝑘 ≻ 𝑞𝑗, in 

𝑆 if and only if

𝑞 = 𝑞1, … , 𝑞𝑟 ∈ 0, 1 𝑟

ቐ
𝔼 𝑉 𝑤, 𝑥  | 𝑞𝑘 ≥ 𝔼 𝑉 𝑤, 𝑥  | 𝑞𝑗  for all 𝑤 ∈ 𝑆

𝔼 𝑉 𝑤, 𝑥  | 𝑞𝑘 > 𝔼 𝑉 𝑤, 𝑥  | 𝑞𝑗  for some 𝑤 ∈ 𝑆
 

𝑞𝑚 = ቊ
1, if action m is implemented
0, otherwise

, 𝑚 = 1, … , 𝑟



Example of dominance

• Portfolio 𝑥1 dominates 𝑥3

• Portfolios 𝑥1 and 𝑥2 are 

non-dominated 

Figure 8: Example of dominance from 

the course MS-E2135 Decision Analysis 

D 2023, Lecture 6b by Ahti Salo

𝑤



Cost-efficient portfolios

• Two portfolios 𝑞𝑘 and 𝑞𝑗  are equal w.r.t. to efficiency 

denoted by 𝑞𝑗 ∼ 𝑞𝑘 if and only if 

• A portfolio 𝑞𝑘 is cost-efficient if and only if

ቐ
∄𝑞𝑗:  𝑞𝑗 ≻ 𝑞𝑘 ∧ 𝐶 𝑞𝑗 ≤ 𝐶(𝑞𝑘)

∄𝑞𝑗:  𝑞𝑗 ∼ 𝑞𝑘 ∧ 𝐶 𝑞𝑗 < 𝐶(𝑞𝑘)

𝔼 𝑉 𝑤, 𝑥  | 𝑞𝑘 = 𝔼 𝑉 𝑤, 𝑥  | 𝑞𝑗  for all 𝑤 ∈ 𝑆



Objectives

• Evaluate portfolios of reinforcement actions with a linear 

combination of the two performance metrics

• Implement an algorithm to determine the cost-efficient 

portfolios of reinforcement actions

• Improve the performance of the network cost-efficiently



Methodology

• Inputs 

• Transportation network

• Estimates of the disruption probabilities

• Reinforcement actions and their costs and effects

• Preference statements regarding metrics

• Incomplete information

• Disruption probabilities

• Weights of performance metrics

• Outputs 

• Cost-efficient portfolios of reinforcement actions



Example network

• Type 1 actions:

• Cost: 1

• Disruption probability 0.2 → 0.1

• Type 2 actions:

• Cost: 2

• Disruption probability 0.3

• Over 250 000 feasible portfolios
Figure 7: Possible new edges to add to 

the network (Type 2 actions)

Figure 6: Example network, where all 

edges can be reinforced (Type 1 actions)



Results (1/2)

• 32 cost-efficient portfolios 

whose cost are very 

different



Results (2/2)

• Cost-efficient portfolios with a total cost of 9



Example portfolios

• The algorithm recommends 

mostly Type 2 actions

• Isolated and weakly 

connected nodes 1, 5, 9 

and 10 were identified

Figure 8: The network when portfolio 

number 25 is applied

Figure 9: The network when portfolio 

number 29 is applied



Sensitivity analysis (1/5)

• The performance of the cost-efficient portfolios depends 

on the parameters

• Weights

• Disruption probabilities

• Impacts and costs of reinforcement actions

• Some actions can still be recommended to the DM

• Core index: Relative share of actions in the cost-efficient 

portfolios

𝐶𝐼 𝑚 =
| 𝑞 ∈ 𝑄𝐶𝐸  𝑞𝑚 = 1}|

|𝑄𝐶𝐸|
 , 𝑚 = 1, … , 𝑟 



Sensitivity analysis (2/5)

• How do the results depend on the parameters?

• Scenario 1: Modify the disruption probability of new edges

• Disruption probability: [0.2, 0.4]

• Scenario 2: Modify the costs of Type 2 actions

• Cost: [1.5, 2.5]

Figure 10: Uncertainty in the 

costs and effects of Type 2 

reinforcement actions



Sensitivity analysis (3/5)



Sensitivity analysis (4/5)



Sensitivity analysis (5/5)

• Reinforcement actions with 𝐶𝐼 𝑚 = 0 can be discarded

• A reinforcement action with 𝐶𝐼 𝑚 = 1 is surely cost-

efficient



Conclusions

• Sensitivity analysis helps identify robust reinforcement 

actions

• Limitations:

• Only small networks can be used

• Future work:

• Find a faster way to evaluate performance
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The algorithm
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