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• Dynamic budget allocation method for creator marketing platform

• Model the budget allocation problem as multi-armed bandit problem

• Solve the problem with BB-MAB-TS algorithm

• Maximizing the campaign performance measured with total views

Objective of the thesis
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The budget allocation problem

• Budget B allocated into multiple deals

• Deal acceptance rate as a function of price hypothetically S-shaped curve

• Optimal price point for budget allocation maximizes campaign performance 

measured with the total views of the advertisements

• Objective of optimizing budget allocation:

1. allocate the budget over multiple decision rounds

2. learn about acceptance rate with different prices

3. find the lowest price with which the entire budget can be used



Introduction to multi-armed bandit (MAB)

• Sequential resource allocation problem

• Agent playing slot machine with k ≥ 2 arms (see pic)

• Pull of an arm leads to a reward

• Reward distribution of different arms unknown

• Agent explores the optimality of different arms

• Objective is to maximize cumulative rewards

• Agent achieves optimal outcome with a decision policy



Budget allocation problem as BB-MAB

• Prices modeled as K arms of the MAB

• Budget allocation done over T decision rounds

• Deals sent during one decision round create a 

batch

• Agent optimizes budget allocation by finding 

optimal price over the decision rounds

• Budget allocation grid for optimization

• Budget B limits the learning process

• Budget allocation problem = batched & 

budgeted multi-armed bandit problem (BB-

MAB)
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Objective of the BB-MAB solution

• Maximize cumulative rewards

– Observed from reward function f after each decision round

• Minimize cumulative regret r (= loss due to non-optimal decisions)

min



• To find the optimal price point, we need an 

active learning system (see grid on right)

• Budget is divided into 𝑏𝑡 , t ∈ {1, … , 𝑇} parts

• Allocation between different prices k across 

decision rounds t is determined by weighs 𝝅𝒌𝒕

• k ∈ {1, … , 𝐾}

• t ∈ {1, … , 𝑇}

• Decision policy 𝝅 determines the weighs

Active learning system set up for 

solving the BB-MAB
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Determining the budget allocation 

weighs with Thompson sampling

The posterior distribution is 

modeled with Poisson distribution

• Thompson Sampling = allocating pulls (budget) 

to different arms (prices) according to the current 

belief of their optimality

• Rewards are modeled as

𝑓𝑘𝑡 𝛼𝑘𝑡, 𝜌𝑘 =
𝛼𝑘𝑡

𝜌𝑘
,

     where 𝛼𝑘𝑡 is acceptance rate and 𝜌𝑘 price

• Weighs 𝜋𝑘𝑡 are sampled from the posterior 

distribution of the reward function
𝜌𝑘

𝑓𝑘𝑡(𝛼𝑘𝑡, 𝜌𝑘)



Posterior updating of the reward 

distribution

• Reward distribution modeled with Poisson distribution

• After each decision round acceptances and declines of deals is observed

– Data used for posterior updating

• Assuming that acceptances are Poisson distributed: 𝑎𝑘𝑡 ~ 𝑃𝑜𝑖𝑠 λ𝑘𝑡

• λ𝑘𝑡 modeled with Gamma conjugate: 

λ𝑘𝑡 ~ 𝐺𝑎𝑚𝑚𝑎 𝛼𝑘𝑡, 𝛽𝑘𝑡 ,

     where 𝛼𝑘𝑡 is the historical acceptance data and 𝛽𝑘𝑡 historical decline data



BB-MAB-TS algorithm as a solution for 

budget allocation problem

Computational steps of the algorithm at one 

decision round t:

1. Sampling budget allocation weighs 𝜋𝑘𝑡 from the 

posterior distribution of the reward function

2. Allocating budget 𝑏𝑡 between prices 𝜌𝑘 

according to the weighs 𝜋𝑘𝑡

3. Sending deals according to the allocation & 

observing rewards

4. Updating the posterior distribution of the reward 

function 𝑓𝑘𝑡 according to the observed data

5. Repeating the steps 1-4 until all of the budget B 

is used
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2.

3.
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Further research topics

• Convergence time to optimal price

• Computational efficiency of the algorithm

• Optimizing budget allocation between the decision rounds

• Optimizing the budget allocation on deal level

• Applying BB-MAB-TS to different resource/budget allocation 

problems



Conclusion

• Budget allocation problem modeled as a batched & budgeted multi-armed 

bandit (BB-MAB) problem

• Thompson Sampling based BB-MAB-TS algorithm suggested as the 

solution for the problem

• The algorithm requires further testing and research on its computational 

performance
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