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Abstract
There are usually alternative ways of using models to solve a problem in Operational Research. Different modeling processes can lead to different outcomes. This path dependence can originate from the system created by the modeling team, learning, procedure, behavior, motivation, uncertainty or external causes, and interplay of these factors. To demonstrate the phenomenon, we show experimentally that path dependence can occur in the Even Swaps decision analysis method. This provides an example of path dependence originating from procedural and behavioral origins. We explain the results by the accumulation of the effects of two known biases; loss aversion and scale compatibility. Strategies to reduce the accumulation of the effects of these biases are suggested.
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1. Introduction
Path dependence is a concept discussed in economics (David 1985, Arthur 1989, Martin and Sunley 2006), policy studies (Webster 2008, Levin et al. 2012), sociology (Sterman and Wittenberg 1999, Mahoney 2000, Gartland 2005), political science (Pierson 2000), and organizational decision making (Sydow et al. 2009). It is usually related to the lock-in phenomenon which refers to the emergence of strong anchor points from which it is not easy to move forward. The most famous example is how the QWERTY layout has become the worldwide standard for keyboards (David 1985). More generally, the meaning assigned to path dependence is that ‘history matters’, i.e., the current state of the world depends on the path taken. In this paper we want to bring path dependence into the focus also in Operational Research (OR) in general. We see that the topic is of both theoretical and practical interest in model based problem solving and decision making. Earlier research on path dependence in other disciplines has focused on exposing and describing it. In OR we also want to find ways to avoid it or to mitigate the risks related to it. Path dependence is directly related to the emerging area of Behavioral Operational Research (Hämäläinen et al. 2013).
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The possibility that two valid but different OR modeling processes lead to different results and policy recommendations has been noted already early (Landry et al. 1983). Also the literature on best practices in OR (see, e.g. Morris 1967, Pidd 1999, Walker 2009) does implicitly acknowledge the possibility of path dependence since alternative practices are seen to be possible. Little (1970) and Ormerod (2008) have suggested to adjust the OR intervention and the model adaptively as the process evolves and the project team’s competence develops. The literature on the ethics of OR also provides examples that the OR process matters (Rauschmayer et al. 2009, Ormerod 2013). Although these issues have been observed early, the subsequent research is still rather limited and scattered.

We use the term path dependence to refer to all the phenomena where different paths lead to different outcomes. By a path we mean the sequence of steps that are taken in the modelling or problem solving process. The steps can include, for example, the framing and structuring of the problem, the choice of model, the order in which different parts of the model are specified and solved, and the way in which data or preferences are collected.

In many contexts we would naturally want to minimize the possibility and effects of path dependence. This is the case in particular in prescriptive modeling when the goal is, e.g. to optimize or to reach efficiency. Also in important policy problems one should, at least, be aware of the possibility of path dependence and its origins and of the possible range of its consequences. Yet, there are situations where the main benefits expected from an OR project are related to learning and to the creation of a shared understanding of the problem as a whole. Then path dependence might not be a serious concern. In fact, reaching different conclusions along different paths could improve learning.

We believe that the term path dependence is useful as an integrative perspective and will help to give structure to the future studies. In this paper, we first discuss the phenomenon and its occurrence in OR in general and identify seven types of origins for path dependence: systemic, learning, procedure, behavior, motivation as well as uncertainty and external origins.

To demonstrate the phenomenon we show experimentally how path dependence can emerge in decision analysis from procedural and behavioral origins. The experiment considers the Even Swaps method (Hammond et al. 1998, 1999) which is well known, simple and uses clearly defined paths. In this method a path consists of the sequence of even swaps that the decision maker (DM) carries out to eliminate alternatives and attributes one by one until the ‘best’ alternative is found.
Multiple strategies exist for carrying out the Even Swaps process, each leading the decision maker to a different path. We show the existence of path dependence by experiments where Even Swaps is used with the Smart-Swaps software (Hämäläinen et al. 2004, Mustajoki and Hämäläinen 2005, 2007). Different paths are shown to lead to different choices. This is explained by the accumulation of the effects of successive biased even swaps. The biases in the swaps are shown to be due to scale compatibility and loss aversion effects. Estimates of the magnitudes of these biases in the even swap tasks are also provided. We suggest ways to reduce the risk of path dependence in the Even Swaps method.

2. Path dependence

We describe seven drivers and origins of path dependence: systemic, learning, procedure, behavior and motivation, as well as uncertainty and external origins. These drivers can interact and occur together. We hope that thinking of these perspectives and the related examples, one can better understand the phenomenon and its possible emergence in OR.

2.1. Systemic origins

Systemic origins of path dependence relate to the system under study as well as to the system formed by the people and the organizations involved in the problem solving process. In the practice of OR the organizational system set up to solve the problem can cause path dependence, for example, due to lock-in and irreversibilities. A problem solving team and a stakeholder group can get locked-in to one approach and one software as they become more and more involved in using it. This leads to a problematic situation when there can be new better approaches available but the problem solving team keeps on using the old one. It is not easy to give up old habits (Barnes et al. 2004). Also the groupthink phenomenon (Janis 1982) in OR-communities of practice can lead to lock-in. The members of the problem solving team can convince each other of the correctness of the approach designed by the team because critical thinking might challenge the team’s authority. Cultural effects can also be seen to be systemic. For example, in developing countries the problem solving culture can be different from western countries and this can impact the OR process (Lee and Olson 1980).

Irreversibility exists if it is impossible to undo the steps taken and start the process again once one path is started. Irreversibility can be due to organizational reasons (Sydow et al. 2009). Consider, for example, a problem that has initially been split into sub-problems that are separately dealt with in different groups. Later it can turn out that another partitioning would likely lead to a better solution. Revisiting the initial partitioning may, however, be impossible due to personnel, budget or
time constraints. Irreversibility is an important factor to be taken into account when dealing with the modeling of wide ranging policy issues such as climate policies (Webster 2008).

Systemic origins of path dependence can also be ‘mathematical’. The dynamics of nonlinear systems can create path dependence due to increasing returns, bifurcation points as well as feedback loops. It is also well known that complex nonlinear systems can be very sensitive to the initial conditions.

Increasing returns is identified as the cause of path dependence in the seminal paper on technological development by Brian Arthur (1989). The paper notes that systems with increasing returns can include multiple equilibria to which the process can end up. Path dependence due to increasing returns can also exist in the development of regional economies (Martin and Sunley 2006) and in organizational decision making (Sydow et al. 2009). The sources of increasing returns and subsequent path dependence discussed in the above mentioned papers include learning, coordination, and complementarity effects. These phenomena can exist in OR problem solving too.

Bifurcation points are typical, e.g., in fishery models (Clark 1990). In fishery management problems it can be that overfishing has caused the collapse of a fishery and then it can be impossible to restore it in the short run by regular fishery management policies. Thus optimizing the policy is dependent on the history. The modelling of feedback loops is the focus in systems dynamics (see, e.g., Sterman 2000) and the results are typically sensitive to behavioral assumptions. Sterman and Wittenberg (1999) demonstrate that feedback loops can drive path dependence in the development of science. In their model, higher confidence in a scientific paradigm increases the rate at which the paradigm is used to solve puzzles and vice versa. The same argument could also apply to OR problem solving.

2.2. Learning
During the modeling process the OR specialists as well as the problem owners and stakeholders learn and their understanding increases about the problems which are being modelled. The interests of the modeling team can be directed to different aspects and perspectives as they learn different characteristics of the problem (see, e.g. Lane 1993). The fact that learning takes places in the modeling process has been recognized especially in systems dynamics (see, e.g. Sterman 1994, Lane 1992) and problem structuring (Checkland 2000, Ackerman 2012) as well as in participatory decision analysis (McDaniels et al. 2004, Salo and Hämäläinen 2010). Therefore, it is likely that learning often also has an impact on the outcome.
In participatory processes the time of formal engagement with the problem owners and stakeholders can be important. If the start and the introduction of the OR facilitator is delayed, the stakeholders can have committed to a heuristic problem solving process. Thus their problem framing and expectations of the results may have already been fixed. Then it can be difficult to launch an open structured problem solving process and unlearn the early ideas.

Keeney (1994) suggests that people should spend more initial effort to consider the values related to a problem. He argues that we commonly first think about alternatives, and not values, and this reduces our creative thinking. For example, decision makers may spend too much time on thinking about incremental changes in the status quo solution. Following the advice of Keeney, in OR problem solving it might be beneficial to start the process by carefully studying the goals and objectives of the decision makers and stakeholders. Only then should one choose the actual problem solving approach to be used. Experimental research suggests that the use of value-focused thinking influences the objectives and alternatives which are considered (see, Leon 1999, Bond et al. 2008, Selart et al. 2011).

2.3. Procedure
Procedural origins of path dependence relate to the properties and structure of the problem solving procedure used.

Procedural path dependence can be due to the technical properties of the mathematical methods used. For example, it is well known that stepsize effects exist in the solution algorithms used in OR. Use of different stepsizes can lead to different solutions. We can end up to a local or the global optimum depending on the iteration parameters used in numerical optimization. The solution that is found can also depend on the initial starting point. Technical path dependence has been shown to exist in the construction of regression models in statistical analysis where the forward selection and backward elimination methods for variable selection can produce different models (see, e.g. Derksen and Keskelman 1992).

Effects related to the order of steps taken can occur in sequential decision processes and lead to path dependence even without any behavioral causes. For example, when multiple decision makers are involved in strategic decision making the order of choices often has an impact on the outcome. A well-known effect is the so called first mover advantage in games which has been discussed in different economic settings and management decisions (see, e.g., Lieberman and Montgomery 1988, Varian 1992).
In multi-method processes (see, e.g. Hämäläinen et al. 2001, Franco 2011) it is possible that the order in which the methods are used can affect the outcome. In climate modeling the choice of the initial perspective can be important. For example, whether the modeling process is started with a socioeconomic or an atmospheric perspective can have an effect on which issues will be given the most attention to.

In large modeling problems it can be impractical or difficult to build an overall aggregate model. Rather, the problem needs to be decomposed into sub-problems which are solved separately. The decomposition method and the order in which different subsystems are modelled can affect the solution. Such problems can be found, e.g. in healthcare and airline industries (Jun et al. 1999, Barnhart et al. 2003).

2.4. Behavior and motivation
Behavioral drivers of path dependence relate to the possible effects of different behavioral phenomena and cognitive biases (see, e.g. Hämäläinen et al. 2013, Montibeller and Winterfeldt 2015). These can have different overall effects on different paths. Thus the result can depend on the path followed. The experiment on path dependence in the Even Swaps method presented in this paper demonstrates one such case. In multi-criteria decision analysis it is known that different steps related to, for example, problem structuring and alternative generation can influence the outcome, see the discussion in Section 3.

Anchoring (Tversky and Kahneman 1974) is one behavioral phenomenon which can influence the outcome of the OR process. Anchoring effects have been observed in decision support systems (George et al. 2000), in multi-criteria optimization (Buchanan and Corner 1997), elicitation of preferences (see, e.g., Lenert 1998, van Exel et al. 2006), negotiation (Kristensen and Gärling 1997), as well as in valuation, probability estimation and forecasting (for a review, see Furnham and Boo 2011). So the choice of initial steps to be taken can direct the OR process to different paths due to anchoring.

Behavioral reasons and biases can also lead to lock-in type situations in modeling. The status quo bias (Samuelson and Zeckhauser 1988) refers to the tendency to prefer the current solution or approach over the possible new ones. The sunk cost effect (Arkes and Blumer 1985) refers to the phenomenon where people want to keep on committing resources to a project to which they have previously invested. This happens regardless of whether the earlier investments have been successful or not. For example, an organization can have initially adopted a certain modelling based
tool, such as a spreadsheet model, to support its operations. Over time this model can have grown excessively and become unwieldy and nontransparent. Still the organization can keep on using the old model. The reason can be the sunk costs and effort put into the old approach.

Motivational origins of path dependence are related to situations where people’s goals affect the problem solving process. This risk is high when the problem is messy and controversial with alternative modeling approaches being possible. An unethical modeler may choose an approach which leads to results that are desired by her (Rauschmayer et al. 2009). The confirmation bias (Nickerson 1998) can lead the modeler to seek for approaches that support his prior beliefs about the right solution to the problem. Strategic behavior is likely to be found in group processes. The stakeholders in participatory modelling projects can try to influence the outcome by strategic behavior, for example, by intentionally emphasizing some features of the problem (Hämäläinen 2015). In bargaining it can be favorable to strategically select the initial offer or even misrepresent one’s preferences to set the process on a favorable path (see, e.g. Raiffa 1982).

2.5. Uncertainty and changes in the external environment
Uncertainty can exist in the model assumptions as well as in the external environment. If the same modeling process is repeated, it can lead to different outcomes due to changes in the external environment. The basic assumptions of the model are not always clear and fixed. Different estimates of the parameters in a model naturally lead to different results. Large structural uncertainties are faced, for example, in climate models (see, e.g. Webster et al. 2003) which include many important subsystems, such as, socioeconomic, weather, solar, oceanic and industrial systems. In the comprehensive aggregate model there can remain uncertainties related to the interaction of the different subsystems.

One suggested solution to identify and mitigate the effects of structural uncertainty is the use of multi-modeling and averaging out the errors in different model based predictions (Knutti et al. 2010). However, the question of how to weight the outputs from different models creates new behavioral challenges in multi-modelling.

Scenario analysis is traditionally used to account for future uncertainties in policy modeling (see, e.g. Schoemaker 1991). We can also try to find robust adaptive strategies which can be adjusted based on how the future unfolds (Rosenhead 1990). However, developing and adopting an adaptive policy can be difficult in practice (Lempert and Groves 2010).
Changes in the external environment can relate, for example, to the market situation. In many political and economic decisions the timing of the start of the decision making process can be very crucial. Delaying the start can mean that values of the model parameters have changed which again can make some outcomes unreachable. However, sometimes when uncertainties exist it can be beneficial to postpone the early decisions to wait for more accurate information to become available (Arrow and Fisher 1974). Model based maintenance strategies (see, e.g. Scarf 1997) provide an example where wearing is an external driver of the process.

2.6. What to do in practice?
Awareness of path dependence is the first step. Based on the arguments provided above we propose the following check list. Following the checklist should help to detect path dependence, to decide whether it is problematic and to find out whether it could or should be avoided.

1. What is the main goal of the modeling process – learning or prescriptive modelling?
   • Path dependence is likely to be more problematic for prescriptive modelling.

2. Is path dependence a real risk and do we want to avoid it?
   • Discuss the possibility of path dependence and its origins with the stakeholders and the problem solving team.
   • If path dependence is unavoidable due to systemic reasons or due to unforeseeable changes in the modeling environment, acknowledge this fact when communicating the results.

3. Consider measures and risks related to the system created by the problem solving process.
   • Is the problem solving team balanced and are we aware of the risk of groupthink?
   • Consider alternative approaches when starting the problem solving process.
   • Consider adopting a value focused framework before choosing which approach is followed in the problem solving. Choosing the approach first may restrict one’s creative thinking.
   • Is it possible that we have a methodological lock-in to use our favorite model or the one we are familiar with?

4. Consider procedural, behavioral and motivational factors.
   • What behavioral biases can be related to the problem solving steps and what are their impacts?
   • Consider if the risks of biases can be reduced with the redesign of the problem solving procedure.
   • Can modelers or stakeholders in the problem solving team have hidden motivational or strategic agendas?
5. Consider technical factors related to the problem under study.
   - Can nonlinearities and feedback loops in the system studied create path dependence?
   - Are there irreversibilities that need to be taken into account?
   - What are the sources of uncertainty related to the system?
   - Does the problem decomposition create a risk?

6. Is it possible to use multiple models?
   - Multi-modelling can reveal path dependencies.
   - Consider if an independent parallel problem solving process is needed.
   - Would a peer review of the process be useful?

7. Consider the possibility of an adaptive modelling approach.
   - Pay attention to the process and plan for intermediate checkpoints where the approach and available data is re-evaluated.
   - Consider if it is possible and necessary to restart the problem solving process with new data and new assumptions.

3. Biases and path dependence in Decision Analysis

Before going to the demonstration of path dependence in the Even Swaps method we consider path dependence and its possible causes in decision analysis (DA) more generally.

All decision analysis (DA) processes consist of a sequence of steps and typically different paths can be followed. Biases are likely to be an important driver for path dependence in DA because it directly involves and works with subjective data elicited from people. The sequential character of the process can lead to accumulation of effects of biases in successive statements in preference assessment.


The concept of constructed preferences discussed in psychological literature (Slovic 1995, Lichtenstein and Slovic 2006) relates directly to path dependence in decision making, as noted by
Payne et al. (1999). The idea is that people do not have stable underlying preferences. Instead they construct preferences during the decision making process, and the process has an impact on the preferences that are formed. This can naturally lead to path dependence because different paths can lead to different preferences.

The possibility that the decision maker (DM) is anchored to the initial point was mentioned already by French (1984) in the context of multi-criteria optimization. In the experiment by Korhonen et al. (1990) path dependence was suggested to be caused by effects related to prospect theory.

In this paper we focus on two well-known phenomena, the scale compatibility (Tversky et al. 1988, Slovic et al. 1990) and the loss aversion biases (Tversky and Kahneman 1991). We show how they can be related to path dependence in DA. The scale compatibility bias refers to that DMs tend to give extra weight to the measuring stick used in a trade-off task (Delquié 1993, 1997, Anderson and Hobbs 2002, Bleichrodt and Pinto 2002). Measuring stick is the attribute in which the DM gives the response in the task. This bias can lead to path dependency as several different measuring sticks can be employed in the DA process. Loss aversion can create path dependency when many reference points can be used.

4. Scale compatibility and loss aversion as causes of path dependence in the Even Swaps method

4.1. The Even Swaps method and the measuring stick attribute

The Even Swaps method (Hammond et al. 1998, 1999) helps the DM to identify the ‘best’ alternative out of a set of multiattribute alternatives. The DM carries out a sequence of even swaps in which she changes an alternative in two attributes such that the modified alternative is preferentially equivalent to the original one. The goal is to make swaps so that alternatives become dominated and can be eliminated or so that attributes become irrelevant. The process continues until only one alternative remains. The conducted sequence of swaps forms the path of the process. The method allows the DM to choose the path freely. Ideally, she would end up with the same alternative on each path.

The DM carries out the even swap in two steps. First she selects a change in one attribute of the alternative. This we call a reference change. Then she gives a compensating response change in another attribute which we call the measuring stick attribute.
A straightforward strategy for carrying out the Even Swaps process, suggested by Hammond et al. (1998), is to use even swaps to repeatedly make attributes irrelevant until only one remains. At this point the most preferred alternative can be readily identified. We call this the attribute elimination strategy. The pricing out method by Keeney and Raiffa (1976) is an attribute elimination strategy in which all attributes but the monetary one are made irrelevant and money is used as the measuring stick in every swap.

4.2. Scale compatibility

It is known that people tend to give extra weight to the response attribute, i.e. the measuring stick, in two-attribute matching tasks (Delquié 1993, 1997, Anderson and Hobbs 2002, Bleichrodt and Pinto 2002). This is referred to as the scale compatibility bias. The task of determining the response change of an even swap is equivalent to giving a response in a two-attribute matching task. Therefore one can expect that the scale compatibility bias is found in a similar manner in even swaps as in matching tasks. The bias would cause the measuring stick attribute to get extra weight in the even swap. This would cause the result of an Even Swaps process to depend on the measuring stick attributes used.

When a single measuring stick attribute is used throughout the Even Swaps process, the DM repeatedly carries out even swaps in which this same attribute receives extra weight. This way the effects of the scale compatibility bias can accumulate. This leads us to the following hypothesis:

Hypothesis 1: An Even Swaps process where only one measuring stick is used favors the alternatives that are good in this measuring stick attribute.

4.3. Loss aversion

Loss aversion refers to people’s tendency to give extra weight to losses compared to corresponding gains (Tversky and Kahneman 1991). Bleichrodt and Pinto (2002) show that people are loss averse in two-attribute matching tasks. Asking for the response change in an even swap task is equivalent to a two-attribute matching task. Therefore one can expect that the loss aversion bias also exists in the even swap tasks.

In the even swap task an alternative is changed in two attributes. One of these changes made in the alternative is a gain and one is a loss. A loss averse DM will give extra weight to the loss. This results in the situation where this alternative becomes more attractive in each swap. If the reference change of the even swap is a loss then the compensatory response change is a gain. In this case, the
DM overstates the response change because she gives extra weight to the reference change. If the reference change of the even swap is a gain then the compensatory response change is a loss. In this case, the DM understates the response change because she gives extra weight to it. In either case the even swap increases the attractiveness of this alternative.

When the same alternative is repeatedly swapped, then loss aversion can make this alternative better and better. This way the effects of the loss aversion bias can accumulate in favor of this alternative. This leads us to the following hypothesis:

*Hypothesis 2: The Even Swaps process favors the alternative in which the most swaps are conducted.*

### 4.4. Modeling scale compatibility and loss aversion

We present a simple approach to modeling the scale compatibility and loss aversion biases. This model is based on the Anderson and Hobbs (2002) model to estimate the magnitude of scale compatibility. We include a new loss aversion parameter in the model and assume that the value function for each attribute is linear.

The following notation is used. The reference change of an even swap in attribute $k$ is $x_k \rightarrow x'_k$ and the response change in the measuring stick attribute $m$ is $x_m \rightarrow x'_m$. The magnitude of the corresponding trade-off ratio is denoted by

$$r_{mk} = \frac{|x'_m - x'_m|}{x_k - x'_k}. \quad (1)$$

The weights of attributes $m$ and $k$ are denoted by $w_m$ and $w_k$. The coefficients describing the increase in weight due to biases are $S$ and $L$ for scale compatibility and loss aversion respectively. For unbiased DM they would equal to one. Using these notations the trade-off ratio is given in the following way.

If the reference change $x_k \rightarrow x'_k$ in attribute $k$ is a loss:

$$r_{mk} = \frac{w_k/L}{w_m S} \cdot e. \quad (2)$$

If the response change $x_m \rightarrow x'_m$ in the measuring stick attribute $m$ is a loss:

$$r_{mk} = \frac{w_k}{w_m S L} \cdot e. \quad (3)$$

The coefficient $e$ represents a random error which is assumed log-normally distributed with one as the median as in Anderson and Hobbs (2002).
To obtain estimates for the bias coefficients we take logarithms of (2) and (3) and get:

$$\ln(r_{mk}) = \ln(w_k) - \ln(w_m) - \ln(S) \pm \ln(L) + \ln(e),$$

(4)

where the sign of $\ln(L)$ depends on whether the loss is in the attribute $m$ or in the attribute $k$. This model can be estimated with ordinary least squares regression.

**4.5. Illustration of path dependence in Even Swaps**

To help the reader understand how the loss aversion and scale compatibility biases can lead to path dependence we provide the following simple illustrative example. The initial consequences table is given in Table 1 on the left. In this illustration we assume the DM’s preferences to follow a linear additive value function with equal attribute weights. For illustrative purposes, overall values of the alternatives are shown below each consequences table. These overall values would not be available in a real case because we would not know the DM’s preferences.

When the DM conducts even swaps she exhibits scale compatibility and loss aversion such that her swaps follow equations (2) and (3) with bias coefficients $S = 1.3$ and $L = 1.1$. These magnitudes for bias coefficients are selected because they are close to the average magnitudes observed in our experiments. Theoretically, when $S$ or $L$ differs from 1 we can always construct a similar illustrative example where the outcome depends on the path followed.

When there are no biases, alternative B gives the highest value for the DM. Alternative A would contribute 75 per cent of the value of B. However, when biases are assumed the DM can end up with either alternative. That is, there exists path dependence. We show this by considering the following two paths:

*Path 1: Attribute $X$ is used as the measuring stick and all swaps are carried out in A.*

*Path 2: Attribute $X$ is used as the measuring stick and all swaps are carried out in B.*

On both paths the DM has to conduct two swaps in order to find a non-dominated alternative. The scale compatibility bias works in favor of A on both paths because A is better than B in attribute $X$ which is used as the measuring stick on both paths. On each path, the loss aversion bias works in favor of the alternative in which all swaps carried out. When the DM goes along path 1 she ends up with alternative A (Table 1). When the DM goes along path 2 she ends up with alternative B (Table 2).
Table 1: Consequences tables on path 1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributes Alternatives</td>
<td>Alternatives A B</td>
<td>Alternatives A B</td>
</tr>
<tr>
<td>X</td>
<td>A: 2 B: 0</td>
<td>X: -0.8 B: 0</td>
</tr>
<tr>
<td>Y</td>
<td>A: 1 B: 0</td>
<td>Y: 1 B: 0</td>
</tr>
<tr>
<td>Z</td>
<td>A: 0 B: 4</td>
<td>X: 0.05 B: 0</td>
</tr>
<tr>
<td>Overall value</td>
<td>3 4</td>
<td>Overall value 4.2 4</td>
</tr>
</tbody>
</table>

Swaps on path 1 explained:

Swap 1. Reference change: Alternative A improved in the attribute Z from 0 to 4.

Response change: Alternative A worsened in the measuring stick attribute X from 2 to \( \alpha \).

The response change is a loss so \( \alpha \) is based on equation 3:

\[
\frac{\alpha - 2}{0 - 4} = \frac{1}{1 \cdot 1.3 \cdot 1.1} \Leftrightarrow \alpha = -4 \cdot \frac{1}{1 \cdot 1.3 \cdot 1.1} + 2 \Leftrightarrow \alpha \approx -0.80.
\]

Swap 2. Reference change: Alternative A worsened in the attribute Y from 1 to 0.

Response change: Alternative A improved in the measuring stick attribute X from -0.8 to \( \beta \).

The reference change is a loss so \( \beta \) is based on equation 2:

\[
\frac{\beta - (-0.80)}{1 - 0} = \frac{1}{1 \cdot 1.1} \Leftrightarrow \beta = 1 \cdot \frac{1}{1 \cdot 1.3} - 0.80 \Leftrightarrow \beta \approx 0.05.
\]

Table 2: Consequences tables on path 2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributes Alternatives</td>
<td>Alternatives A B</td>
<td>Alternatives A B</td>
</tr>
<tr>
<td>X</td>
<td>A: 2 B: 0</td>
<td>X: 2 B: 3.4</td>
</tr>
<tr>
<td>Y</td>
<td>A: 1 B: 0</td>
<td>Y: 1 B: 0</td>
</tr>
<tr>
<td>Z</td>
<td>A: 0 B: 4</td>
<td>X: 2 B: 2.7</td>
</tr>
<tr>
<td>Overall value</td>
<td>3 4</td>
<td>Overall value 3 3.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>A: 2    B: 2.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>1</td>
</tr>
<tr>
<td>Z</td>
<td>0</td>
</tr>
<tr>
<td>Overall value</td>
<td>3 3.7</td>
</tr>
</tbody>
</table>
5. Experiment

The subjects were Finnish speaking, mostly second year engineering students (N=148) from Aalto University. The subjects used the Even Swaps method with the Smart-Swaps software (Hämäläinen et al. 2004, Mustajoki and Hämäläinen 2005, 2007) in decision tasks related to selecting a rental apartment or a summer job.

Each session consisted of two steps. First the subjects were given a 15 minute tutorial on the method and they practiced using it for 10 minutes. Then the subjects were given a sheet that contained the instructions for carrying out the experiment. The subjects proceeded at their own pace. Completing the tasks took from half an hour to one and a half hours. Incomplete responses and those which do not follow the instructions are excluded from analysis.

5.1. The decision tasks

Four different decision tasks are used in the experiment. The consequences tables for each of them are given in Tables 3-6. The subjects were told to think that the alternatives are equally good with respect to any other attribute that is not shown in the table. The 1 to 3 scales used for the attributes condition, atmosphere and flexibility are from the worst to the best. These scales were described to the subjects in more detail on the instruction sheets of the experiment.

Table 3: Consequences table for Task 1 (job)

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Alternatives</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salary</td>
<td>2600€</td>
<td>1850€</td>
<td>2800€</td>
<td>2100€</td>
<td></td>
</tr>
<tr>
<td>Daily working hours</td>
<td>7.5 h</td>
<td>9 h</td>
<td>8.5 h</td>
<td>7 h</td>
<td></td>
</tr>
<tr>
<td>Job atmosphere</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Commuting time</td>
<td>60 min</td>
<td>45 min</td>
<td>30 min</td>
<td>35 min</td>
<td></td>
</tr>
<tr>
<td>Flexibility</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Consequences table for Task 2 (apartment)

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Alternatives</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>25m²</td>
<td>27m²</td>
<td>20m²</td>
<td>32m²</td>
<td></td>
</tr>
<tr>
<td>Commuting time</td>
<td>40 min</td>
<td>5 min</td>
<td>15 min</td>
<td>25 min</td>
<td></td>
</tr>
<tr>
<td>Rent</td>
<td>300€</td>
<td>450€</td>
<td>350€</td>
<td>500€</td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Consequences table for Task 3 (job)

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Alternatives</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salary</td>
<td>2600€</td>
<td>1850€</td>
<td>2800€</td>
<td>2100€</td>
<td></td>
</tr>
<tr>
<td>Daily working hours</td>
<td>7.5 h</td>
<td>9 h</td>
<td>8.5 h</td>
<td>8 h</td>
<td></td>
</tr>
<tr>
<td>Job atmosphere</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Commuting time</td>
<td>60 min</td>
<td>45 min</td>
<td>30 min</td>
<td>35 min</td>
<td></td>
</tr>
<tr>
<td>Flexibility</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>
Table 6: Consequences table for Task 4 (apartment)

<table>
<thead>
<tr>
<th>Attributes</th>
<th>B</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>27m²</td>
<td>32m²</td>
</tr>
<tr>
<td>Commuting time</td>
<td>5 min</td>
<td>25 min</td>
</tr>
<tr>
<td>Rent</td>
<td>450€</td>
<td>500€</td>
</tr>
<tr>
<td>Condition</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

5.2. Paths

Each subject carried out one apartment related task and one job related task. Both tasks were carried out two or three times. Each time the subject followed a different path, i.e., conducted a different sequence of swaps. The different paths resulted from different instructions given (Table 7).

The Pricing (PRI) and Hours (HRS) paths are based on the use of the attribute elimination strategy. The dominance (DOM) and irrelevance (IRR) paths are used as references for these paths. The DOM and IRR paths are based on the use of the Even Swap proposal features of the Smart-Swaps software. The software allows the user to ask for proposals which help her to complete the Even Swaps process with as few swaps as possible (Mustajoki and Hämäläinen 2005).

- The proposals for dominance aims at domination of alternatives with as few swaps as possible.
- The proposals for irrelevance aims at making attributes irrelevant with as few swaps as possible.

The proposal specifies the alternative that would be modified, the reference change and the measuring stick attribute. The user gives the response change based on her preferences. Figure 1 illustrates a proposal for dominance.
Table 7: Paths related to different instructions.

<table>
<thead>
<tr>
<th>Path</th>
<th>Subjects instructed to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pricing (PRI)</td>
<td>use an attribute elimination strategy to make all attributes but the monetary one irrelevant. Money used as the measuring stick in every swap.</td>
</tr>
<tr>
<td>Hours (HRS)</td>
<td>use an attribute elimination strategy to make all attributes but daily hours irrelevant. Daily hours used as the measuring stick in every swap.</td>
</tr>
<tr>
<td>Dominance (DOM)</td>
<td>follow the suggestions provided by the feature ‘even swap proposals by dominance’ of the Smart-Swaps software.</td>
</tr>
<tr>
<td>Irrelevance (IRR)</td>
<td>follow the suggestions provided by the feature ‘even swap proposals by irrelevance’ of the Smart-Swaps software.</td>
</tr>
<tr>
<td>Swaps in one alternative (Swaps in B/D)</td>
<td>carry out all swaps in the same alternative, B or D.*</td>
</tr>
</tbody>
</table>

*This instruction was used only in Task 4 which includes only two alternatives.

The subjects were divided into two groups with different tasks and instructions (Table 8). Tasks 1 and 2 were used with the first group, tasks 3 and 4 were used with the second group. The subjects repeatedly carried out a job related task followed by an apartment related task. The order in which the subjects followed the paths was altered across subjects.

Table 8: The experiments

<table>
<thead>
<tr>
<th>Task</th>
<th>N</th>
<th>Paths</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1 (job)</td>
<td>98</td>
<td>PRI</td>
<td>DOM</td>
<td>IRR</td>
</tr>
<tr>
<td>Task 2 (apartment)</td>
<td></td>
<td>PRI</td>
<td>DOM</td>
<td>IRR</td>
</tr>
<tr>
<td>Task 3 (job)</td>
<td>50</td>
<td>HRS</td>
<td>DOM</td>
<td></td>
</tr>
<tr>
<td>Task 4 (apartment)</td>
<td></td>
<td>Swaps in B</td>
<td>Swaps in D</td>
<td></td>
</tr>
</tbody>
</table>
6. Results

6.1. Path dependence

Path dependence is studied by comparing the subjects’ choices across the paths. Path dependence exists if different paths lead to different final alternatives. We can only compare the results between paths but cannot determine which the ‘true’ most desirable alternative is for each subject.

For the analysis the alternatives in each task are grouped into two sets (Table 9). In Task 1 and Task 2 the alternatives are grouped based on their performance in the money attribute which is used as the measuring stick on the PRI path. In Task 3 the alternatives are grouped based on their performance in daily working hours which is used as the measuring stick on the HRS path.

Table 9: Sets of alternatives

<table>
<thead>
<tr>
<th>Task</th>
<th>Set 1</th>
<th>Set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1 (job)</td>
<td>‘high-salary jobs’ A and C</td>
<td>‘low-salary jobs’ B and D</td>
</tr>
<tr>
<td>Task 2 (apartment)</td>
<td>‘low-rent apartments’ A and C</td>
<td>‘high-rent apartments’ B and D</td>
</tr>
<tr>
<td>Task 3 (job)</td>
<td>‘low-hours jobs’ A and D</td>
<td>‘high-hours jobs’ B and C</td>
</tr>
<tr>
<td>Task 4 (apartment)</td>
<td>alternative B</td>
<td>alternative D</td>
</tr>
</tbody>
</table>

Hypothesis 1 predicts that the percentage of subjects ending up with any of the alternatives in Set 1 is higher on the PRI path than on the IRR and DOM paths. Hypothesis 1 also predicts that the percentage of subjects ending up with any of the alternatives in Set 1 is higher on the HRS path than on DOM path. The reason is that only one measuring stick attribute is used on PRI and HRS paths and the alternatives in Set 1 are better in this attribute.

Hypothesis 2 predicts that the percentage of subjects ending up with alternative B is higher on the Swaps in B path than on the Swaps in D path. The reason is that on the Swaps in B path all swaps are conducted in alternative B.

Table 10 (column 5) gives the percentage of subjects ending up with an alternative in Set 1 on each path. This illustrates the effect sizes. Additionally, we tested whether these results change if only subjects with data from all paths are included for each task. We found the same pattern of results. None of our conclusions would change if that data was used.

The statistical test results are presented in Table 11. Statistical McNemar’s test (1947) is used because we have binomial paired data. The test is based on comparing the results of the same subjects between a pair of paths. Only subjects with data from both paths are included in each comparison. The null distribution of the test statistic $k$ is binomial($K$, 0.5) where $K$ is the number of
subjects who end up with alternatives in different sets on each of the two paths. The statistic $k$ is the number of subjects who end up with any of the alternatives in the Set 1 on the PRI, HRS or Swaps in B path and end up with any of the alternatives in the Set 2 in the other path.

**Table 10:** Number and percentage of subjects who ended up with an alternative in Set 1.

<table>
<thead>
<tr>
<th>Task</th>
<th>Path</th>
<th>N</th>
<th>Number of subjects who ended up with</th>
<th>Percentage of subjects who ended up with</th>
<th>Percentage of swaps with money as measuring stick</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1 (job)</td>
<td>PRI</td>
<td>67</td>
<td>high-salary job</td>
<td>42</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>IRR</td>
<td>98</td>
<td>high-salary job</td>
<td>56</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>DOM</td>
<td>98</td>
<td>low-salary job</td>
<td>28</td>
<td>29</td>
</tr>
<tr>
<td>Task 2 (apartment)</td>
<td>PRI</td>
<td>45</td>
<td>low-rent apartment</td>
<td>36</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>IRR</td>
<td>97</td>
<td>low-rent apartment</td>
<td>61</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>DOM</td>
<td>96</td>
<td>low-rent apartment</td>
<td>51</td>
<td>53</td>
</tr>
<tr>
<td>Task 3 (job)</td>
<td>HRS</td>
<td>45</td>
<td>low-hours jobs</td>
<td>34</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>DOM</td>
<td>45</td>
<td>low-hours jobs</td>
<td>32</td>
<td>71</td>
</tr>
<tr>
<td>Task 4 (apartment)</td>
<td>Swaps in B</td>
<td>38</td>
<td>apartment B</td>
<td>19</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Swaps in D</td>
<td>38</td>
<td>apartment B</td>
<td>8</td>
<td>21</td>
</tr>
</tbody>
</table>

* N/A=Not available

**Table 11:** Results of statistical tests.

<table>
<thead>
<tr>
<th>Task</th>
<th>Paths</th>
<th>Prediction by hypothesis 1 or 2</th>
<th>N</th>
<th>K</th>
<th>k</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1 (job)</td>
<td>PRI, IRR</td>
<td>Hypothesis 1: PRI favors high-salary alternatives</td>
<td>67</td>
<td>18</td>
<td>11</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>PRI, DOM</td>
<td>Hypothesis 1: PRI favors high-salary alternatives</td>
<td>67</td>
<td>34</td>
<td>28</td>
<td>0.0004***</td>
</tr>
<tr>
<td>Task 2 (apartment)</td>
<td>PRI, IRR</td>
<td>Hypothesis 1: PRI favors low-rent alternatives</td>
<td>45</td>
<td>18</td>
<td>13</td>
<td>0.05*</td>
</tr>
<tr>
<td></td>
<td>PRI, DOM</td>
<td>Hypothesis 1: PRI favors low-rent alternatives</td>
<td>45</td>
<td>20</td>
<td>18</td>
<td>0.0002***</td>
</tr>
<tr>
<td>Task 3 (job)</td>
<td>HRS, DOM</td>
<td>Hypothesis 1: HRS favors low-hours alternatives</td>
<td>45</td>
<td>16</td>
<td>9</td>
<td>0.4</td>
</tr>
<tr>
<td>Task 4 (apartment)</td>
<td>Swaps in B,</td>
<td>Hypothesis 2: Swaps in B favors alternative B</td>
<td>38</td>
<td>15</td>
<td>13</td>
<td>0.004**</td>
</tr>
<tr>
<td></td>
<td>Swaps in D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*=Statistical significance level $p<0.05$, **=$p<0.01$, ***=$p<0.001$.

The difference between two paths is statistically significant with $p<0.001$ in two cases, $p<0.01$ in one case and $p<0.05$ in one case (Table 11). In the remaining two cases the difference between the paths is small but in the direction predicted by the hypothesis.

In addition, Table 10 shows that the subjects used money as the measuring stick more frequently on the IRR than on the DOM path. This possibly explains why the IRR path has been more favorable.
than the DOM path for the alternatives that are good in the monetary attribute. We also compare the choices by subjects who conducted Task 1 (job) on the PRI path and the choices by subjects who conducted Task 3 (job) on the HRS path. Two statistically significant differences are found. Job C is chosen more often on the PRI path (40%) than on the HRS path (11%) (Z-statistic: 3.35, p-value: 0.0004). Job D is chosen more often on the HRS path (53%) than on the PRI path (36%) (Z-statistic:-1.84, p-value: 0.03). These results are in line with hypothesis 1 because Job C has better salary and Job D has lower working hours.

We conclude that these results show the existence of path dependence. Hypothesis 1 is clearly supported when a monetary attribute is used as the measuring stick. Hypothesis 2 is supported.

### 6.2. Magnitudes of loss aversion and scale compatibility

Altogether the subjects carried out several thousand even swap tasks during the experiment. We form eight data sets out of this data and estimate the model (4) separately for each of them. The data set Apartment task – All attributes includes all swaps conducted in a task related to choice of an apartment. The data set Job task – All attributes includes all swaps conducted in a task related to choice of a job. The rest of the data sets are formed such that each contains all swaps where the same pair of attributes was traded-off against each other. Only those pairs of attributes are studied in which the measurement scale for both attributes is continuous. Table 12 shows the estimates of the bias coefficients.

**Table 12:** Estimates of magnitudes of biases for different data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>N</th>
<th>$R^2$</th>
<th>ln(L)</th>
<th>p-value</th>
<th>ln(S)</th>
<th>p-value</th>
<th>Loss aversion coefficient L</th>
<th>Scale compatibility coefficient S</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Apartment task</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All attributes</td>
<td>2155</td>
<td>0.95</td>
<td>0.1</td>
<td>3.6E-13</td>
<td>0.19</td>
<td>2.7E-31</td>
<td>1.11</td>
<td>1.21</td>
</tr>
<tr>
<td>Rent, Commuting time</td>
<td>474</td>
<td>0.89</td>
<td>0.078</td>
<td>0.12</td>
<td>0.36</td>
<td>3.9E-10</td>
<td>1.08</td>
<td>1.43</td>
</tr>
<tr>
<td>Size, Commuting time</td>
<td>419</td>
<td>0.52</td>
<td>0.12</td>
<td>0.0048</td>
<td>0.16</td>
<td>1.6E-5</td>
<td>1.13</td>
<td>1.17</td>
</tr>
<tr>
<td>Size, Rent</td>
<td>554</td>
<td>0.97</td>
<td>0.058</td>
<td>0.0043</td>
<td>0.11</td>
<td>8.1E-7</td>
<td>1.06</td>
<td>1.12</td>
</tr>
<tr>
<td><strong>Job task</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All attributes</td>
<td>3096</td>
<td>0.98</td>
<td>0.12</td>
<td>3.2E-23</td>
<td>0.29</td>
<td>1.1E-90</td>
<td>1.13</td>
<td>1.34</td>
</tr>
<tr>
<td>Salary, Commuting time</td>
<td>576</td>
<td>0.95</td>
<td>0.074</td>
<td>0.12</td>
<td>0.33</td>
<td>1.1E-11</td>
<td>1.08</td>
<td>1.39</td>
</tr>
<tr>
<td>Working hours, Commuting time</td>
<td>305</td>
<td>0.95</td>
<td>0.15</td>
<td>0.0030</td>
<td>0.3</td>
<td>5.1E-9</td>
<td>1.16</td>
<td>1.35</td>
</tr>
<tr>
<td>Working hours, Salary</td>
<td>592</td>
<td>0.99</td>
<td>0.053</td>
<td>0.10</td>
<td>0.21</td>
<td>6.5E-12</td>
<td>1.05</td>
<td>1.23</td>
</tr>
</tbody>
</table>
We make the following three observations.

**Observation 1.** The scale compatibility and loss aversion biases are found in even swaps similarly as in matching tasks. The bias coefficients S and L are greater than one in all data sets. This confirms our initial assumption that these biases exist in Even Swaps.

**Observation 2.** The estimates of magnitude of scale compatibility obtained for data sets “Apartment task – All attributes” and “Job task – All attributes” are 1.21 and 1.34 respectively. These are close to the average of the subject specific scale compatibility estimates by Anderson and Hobbs (2002) which is 1.32 when their subject 4 is excluded as an outlier. This suggests the interesting conclusion that the average magnitude of scale compatibility can be a general bias effect which is of the same magnitude in different contexts. The experiment by Anderson and Hobbs (2002) was in the context of fisheries management and the subjects were managers instead of students. Anderson and Hobbs (2002) report Bayesian posterior probability distributions of bias for each subject. The means of these distributions are (1.5, 2.07, 1.01, 10.9, 1.25, 1.45, 0.65) (R. Anderson, personal communication, September 10, 2013).

**Observation 3.** The estimates obtained for S range from 1.12 to 1.43 and the estimates obtained for L range from 1.05 to 1.16. A possible explanation is that the magnitude of the bias depends on which attributes are traded-off against each other. This would be contrary to the assumption by Anderson and Hobbs (2002) that the bias coefficient do not depend on which attributes are traded-off against each other. This matter could be investigated in a further study.

We conducted residual analysis that suggests the assumption of homogeneity of variance and the assumption of normality to be reasonable. Multicollinearity is not found in the data sets.

### 6.3. Summary of results

When the subjects go through the Even Swaps process and use money as the measuring stick in the even swap tasks, i.e. they give responses in money, they end up favoring those alternatives which are good in the monetary attribute. When two alternatives are compared such that the same alternative is modified in every swap, the subjects favor the modified alternative. These results can be explained with the accumulated effect of successive statements biased by scale compatibility and loss aversion. These biases are also found in the trade-off data provided by the experiments.
7. Reducing the accumulation of bias effects in Even Swaps

In applications of decision analysis one should be aware of the risk of path dependence. For example, one might think that the straightforward pricing out method, which corresponds to the pricing path in Even Swaps, is always safe to use. This method can, however, favor the alternatives which are good in the monetary attribute. Below we suggest a strategy for carrying out the Even Swaps process that leads to a path that mitigates the cumulative effect of the biases.

To reduce the impact of the loss aversion bias, the DM can carry out even swaps evenly in all of the alternatives. This way the effects of the bias do not accumulate in favor of a single alternative but are distributed evenly across the alternatives. Effect of the scale compatibility bias can be reduced by using a measuring stick in which the consequences of the alternative differ the least. Scale compatibility gives extra weight to the measuring stick attribute. This extra weight does not matter if the alternatives differ only a little in this attribute.

These ideas can be illustrated using the example of section 4.5. The attribute Y should be selected as the measuring stick because the alternatives’ consequences differ the least in this attribute. One swap should be conducted in each of the alternatives to distribute the effect of loss aversion evenly. Following these suggestions would lead to a path shown in Table 13. Along this path the DM would end up with alternative B which theoretically gives her the highest value.

**Table 13: Illustration of path where cumulative effect of bias is reduced.**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternatives</td>
<td>Attributes</td>
<td>A</td>
</tr>
<tr>
<td>X</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Y</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Z</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Overall value</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Another idea to reduce the accumulated effect of biases is to restart the Even Swaps process with the original consequences of the remaining alternatives at certain points during the process. This would remove any error or bias that has accumulated in the remaining alternatives. One possibility would be to restart the process with the remaining alternatives every time when an alternative is eliminated. The following example illustrates this idea: The decision task includes three alternatives A, B and C. The DM conducts four swaps in B which result in the elimination of C. Here loss aversion has accumulated and made the modified B more attractive than the original B because all
swaps were conducted in B. Thus the DM is biased towards B if she continues the Even Swaps process with A and modified B. The accumulated bias could be removed by restarting the Even Swaps process with alternative A and the original, unmodified, alternative B.

This idea can be applied in the Smart-Swaps software by using the backtracking feature which allows the DM to cancel previously made swaps. Every time an alternative is dominated the DM can backtrack to the start of the process and then eliminate the dominated alternative and continue with the remaining ones.

One can utilize all of the above mentioned ideas together with the following strategy for carrying out the Even Swaps process:

1. Identify a pair of alternatives which are close to each other in some attribute that can be used as the measuring stick attribute.
2. Carry out swaps to make the consequences of these two alternatives equal in all other attributes. Alternate between conducting swaps in the two alternatives.
3. Eliminate the dominated alternative and restart the Even Swaps process with the reduced set of alternatives.
4. Continue until only one alternative remains.

Using the strategy described above will take at most \((N-1)(K-1)\) swaps where \(N\) is the number of alternatives and \(K\) is the number of attributes. One needs \(N-1\) pairwise comparisons to eliminate all but one alternative. In each pairwise comparison at most \(K-1\) swaps must be conducted to make all but one attribute irrelevant. In the attribute elimination method, e.g. the pricing out method, the upper limit for the number of swaps is the same. The strategy presented here averages out the effect of biases as suggested by Kleinmuntz (1990).

It should be noted, however, that averaging responses to different preference elicitation questions does not always lead to the most accurate judgment. For example, a decision maker might give the most thoughtful responses when using money as the measuring stick if she is used to evaluating benefits in terms of money. In such a case using money as the measuring stick might lead to more accurate judgments than using several measuring sticks and averaging the responses. Therefore, averaging and debiasing procedures (see, e.g., Anderson and Hobbs 2002 or Jacobi and Hobbs 2007) should be employed with careful consideration.
One could also think that sensitivity analysis can help to identify and avoid path dependence in Even Swaps. However, performing sensitivity analysis in a ‘traditional way’ is difficult in the Even Swaps method. This is because of the sequential nature of the swapping process. For example, changing the response change in the first swap by 10% might cause the subsequent swaps to be unfeasible. Thus the DM might have to revise all swaps accordingly. Instead, as a form of sensitivity analysis, one could carry out the whole Even Swaps process along multiple paths and compare the results.

8. Conclusions

The possibility that two valid modeling processes can lead to different results was recognized early (Landry et al. 1983). However, this issue has later received very little attention. In this paper we point out the relevance of this issue in particular in policy related OR processes and in decision analysis. We suggest that it is useful to consider the related phenomena under the integrative term, path dependence. We discuss seven, possibly interplaying, origins or drivers of path dependence in OR: system, learning, procedure, behavior and motivation, as well as uncertainty and external origins. Thinking of these perspectives the practitioner should be better able to identify path dependence and find ways to analyze whether there is possibility and need to avoid it.

We claim that acknowledging the possibility of path dependence challenges us to critically evaluate and improve our OR practices. Increased awareness is the natural first step. The practitioner can, for example, consider the check list provided in this paper. The adaptive approach is one natural way to mitigate the effects of path dependence. In this approach the process is revised at checkpoints, where intermediate results are obtained, learning has occurred, and possibly new data has become available. We suggest that good practices in OR should always include the idea of adaptive modelling.

In decision analysis path dependence is likely to emerge from behavioral origins because DA directly involves and works with subjective data elicited from people. Our experiment demonstrates how path dependence emerges in the Even Swaps method. The suggested causes for our observations are the scale compatibility and loss aversion biases. The issue of path dependence is important to consider in normative decision support where the aim is to give one correct outcome to be implemented. One option is to analyze the same problem following different paths. Debiasing methods can also be considered. This type of remedy for path dependence is demonstrated by the bias averaging strategy for the Even Swaps method developed in this paper.
Today we should consider the OR process and the people engaged in the system created in the problem solving as a whole. The essential question is to understand the human impact on the whole OR process. This naturally leads us to consider the path followed in the process. Future research should consider the human drivers of path dependence in more detail in different situations and in different modeling processes. These drivers can be related to the OR facilitator and to the problem owners as well as to the stakeholders involved.
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