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Abstract

Industrial organizations need to invest in the design and operations of their production systems
to improve reliability, availability, maintainability and safety. Typically, these organizations have
limited resources, therefore they can select only a subset of mitigation actions to protect the system
from the risks associated with accident and threat scenarios. For this reason, optimization models
for resource allocation are necessary to minimize the risks of such scenarios.

In current practices, resources are often allocated based on the failure risk of the individual
components, which can lead to sub-optimal solutions. By contrast, this Dissertation proposes
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actions for system design and operations that minimize the systemic risks, while satisfying relevant
budgetary and technical constraints.

For this purpose, the probabilistic analysis of the systemic risks is performed through Bayesian
models to capture the uncertainties of the accident and threat scenarios. Then, the selection of the
optimal resource allocation builds on Portfolio Decision Analysis to determine the optimal
portfolios consisting of a set of discrete alternatives. In addition, the methodologies allow a range
of sensitivity analyses on budget allocation and risk management of the accident and threat
scenarios.

The methodologies are illustrated by revisiting real-life case studies and reported examples in the
context of system design and operations, to demonstrate that systemic analyses enhance the
current practices on component-based resource allocation. The methodologies are also generic in
that they can be employed in other application areas with reasonable adaptations.
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Sommario

Le organizzazioni industriali devono investire nella progettazione e nelle operazioni
dei propri sistemi di produzione per migliorare ’affidabilita, la disponibilita, la manu-
tenzione e la sicurezza. In genere, queste organizzazioni dispongono di risorse limitate
tali da poter selezionare solo un sottoinsieme di azioni di mitigazione per proteggere
il sistema dai rischi associati a scenari di incidenti e minacce. Per questo motivo, i
modelli di ottimizzazione per I’allocazione delle risorse risultano fondamentali al fine di
minimizzare i rischi di tali scenari.

Nelle pratiche attuali, ’allocazione delle risorse si basa sul rischio di fallimento dei
singoli componenti, di conseguenza le soluzioni potrebbero risultare non ottimali per il
sistema. Al contrario, questa tesi propone un’analisi sistemica degli scenari di incidenti
e minacce al fine di selezionare la strategia di mitigazione ottimale per il sistema com-
plessivo. La strategia ottimale € una combinazione (portfolio) di azioni di mitigazione
per la progettazione e le operazioni del sistema che minimizzano i rischi sistemici,
soddisfacendo al contempo i relativi vincoli tecnici e finanziari.

A tal fine, I’'analisi probabilistica dei rischi sistemici viene eseguita attraverso modelli
Bayesiani per cogliere le incertezze degli scenari di incidenti e minacce, mentre I'alloca-
zione delle risorse si fonda sull’analisi decisionale dei portfoli per definire le soluzioni
ottimali, costituite da una serie di alternative discrete. Inoltre, tali metodologie consen-
tono analisi dettagliate sull’allocazione del budget e la gestione del rischio degli scenari
di incidenti e minacce.

Le metodologie sono illustrate rivisitando casi studio reali ed esempi riportati in lette-
ratura sia per la progettazione sia per le operazioni del sistema, per dimostrare che le
analisi sistemiche integrano le attuali pratiche sull’allocazione delle risorse basata sui
componenti. Le metodologie sono generiche in quanto possono essere eseguite in altre
aree di applicazione con adattamenti ragionevoli.
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1. Introduction

In industrial practice, Probabilistic Risk Assessment (PRA) is employed to
quantitatively assess the failure risk of systems and components [1, 2, 3]. Risk
importance measures, such as Risk Reduction Worth, Fussel-Vesely and Risk
Achievement Worth, define the importance ranking of the components, based on
the impact of component failures on the system. Thus, the resource allocation
for system improvements often relies on such ranking [4].

This iterative practice involves (i) the identification of components with the
highest impact on systemic risk and (ii) the deployment of preventive mitigation
actions to reduce their failure probabilities. The procedure is iterated until the
budget for system improvements is depleted or the risk becomes acceptable with
respect to regulatory criteria [5]. However, the resulting portfolio of preventive
mitigation actions may be sub-optimal due to the lack of systemic perspective
[6], whereby budget and technical constraints are considered only afterwards.
In addition, the many different risk importance measures in the literature
can lead to different rankings of critical components, therefore experts need to
interpret the results to prioritize the resource allocation. Table 1.1 summarizes
the advantages of systemic analysis in the selection of preventive mitigation
strategies for safety-critical systems.

This Dissertation shows that a systemic approach overcomes the limitations of
selecting mitigation actions based on the failure risk of individual components.

Table 1.1. Comparison of practices for reliability analysis.

Individual components Systemic analysis

Analysis of the failure risk of single
components

Analysis of the accident/threat sce-
narios for the overall system

Interpretation of importance mea-
sures to prioritize mitigation actions

Selection of the optimal strategies for
system reliability and safety

Costs and feasibility of mitigation ac-

tions are considered only afterwards

The optimization model accounts for

financial and technical constraints

15



Introduction
1.1 Objectives and scope

This Dissertation presents methodological advances to improve reliability,
availability, maintainability and safety of complex technological systems [7].
Specifically, the methodologies support decisions on system design and system
operations to mitigate the failure risk.

The applications of the methodologies to various technical systems show the
potential of systemic analysis in the optimization of risk mitigation strategies.
The contributions in this Dissertation indicate that a comprehensive analysis
of the technical system can lead to relevant improvements in risk mitigation,
compared to current practices.

The optimization models of this Dissertation consider single or multiple ob-
jectives, concerning reliability, availability, maintainability and safety of the
system. Information sources are logical structures from traditional practices
(such as binary gates from Fault Tree analysis), statistical analyses and expert
elicitation. The optimization solutions are robust to imperfect information by
accommodating aleatory and epistemic uncertainties [8].

Table 1.2 summarizes the scope of the Publications in terms of methodolog-
ical differences in the model objectives, information sources and uncertainty
quantification. Publication II and Publication III consider multiple objectives,
in particular the risks on multiple accident outcomes and the risks on multiple
time stages, respectively. Publication IV is not included in Table 1.2 because it is
a data article, which does not constitute an independent research contribution.

Table 1.2. Scope of the Publications.

Publication Focus Objectives Information Uncertainty
Publication I Design Single Statistical analyses Aleatory
Publication II Design Multiple Statistical analyses Aleatory
Publication III Design Multiple Statistical analyses Aleatory
Publication V | Operations Multiple Expert Epistemic
Publication VI | Operations Single Sensors Aleatory

1.2 Dissertation structure

The Dissertation proposes several contributions both to system design and
system operations in the field of risk-informed optimization of mitigation strate-
gies. Figure 1.1 outlines the Dissertation structure, where squares represent
the main models, circles indicate model variants and double circles refer to the
information sources.

16



Introduction

For system design, the Dissertation presents an optimization model to select
the mitigation strategies that minimize the risk of system failure. Specifically,
the accident scenarios are represented through a Bayesian Network to assess
the consequences of the component failures. The Bayesian model is presented
in Publication I and Publication II with applications to accident scenarios and
threat scenarios, respectively. Then, Publication III extends the Bayesian model
to time-dependent accident scenarios. Publication IV describes a case study on
the time-dependent accident scenarios of a mechanical system.

For system operations, the Dissertation includes Publication V and Publication
VI. The former provides a framework to optimize inspection strategies of a pipe
network. The latter presents an optimization model to select the inspection and
maintenance strategies for maximizing the utility of an industrial system [9].
Specifically, the first model is based on expert judgment about the impact of pipe
features on the risk of system failure, whereas the second model is based on
system monitoring through sensors.

In the rest of this introductory summary chapter, Section 2 presents the
methodological foundations of the Dissertation, Section 3 summarizes the con-
tributions of the Publications. Finally, Section 4 discusses potential implications
and outlines extensions for future research.

System Design

Accident Threat

Static model

scenarios scenarios

Single objective Multiple objectives

Time-dependent model

System Operations

Risk Mitigation
uone3nIN JYsry

Expert-based model |« - -

Monitoring-based model |«

Figure 1.1. Dissertation structure.
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2. Methodological Foundations

This Section presents the methodological foundations of the Dissertation.
Specifically, Bayesian models represent the consequences of the component
failures, whereas risk assessment is based on Multi-Attribute Value Theory and
Multi-Attribute Utility Theory. The selection of the optimal mitigation strategies
builds on Portfolio Decision Analysis (PDA).

2.1 Bayesian models for reliability analysis

The analysis of safety-critical systems typically relies on traditional frame-
works, like Fault Trees (FT) and Event Trees (ET). Fault Tree Analysis (FTA) is
based on the identification of an undesired event, called Top Event. Then, the
formulation of the FT proceeds from the failure events to their causes, until the
failure of the basic components. In FTA, failure events are binary and statisti-
cally independent, while their dependencies are represented by means of logic
gates. Event Tree Analysis (ETA) is based on the identification of an initiating
event, which is followed by a sequence of hazardous events. Each hazardous
event leads to a finite set of outcomes which occur with a given probability.
Finally, the ET represents the possible consequences of the accident scenarios
[10, 11].

Bow-Tie (BT) combines the scenario modeling and quantification of FT and ET.
Among the various techniques for the analysis of safety-critical systems, Bow-
Tie analysis is a popular technique as it represents an accident scenario from
causes to effects [12]. The application of BT in reliability analysis is limited due
to: (i) the static nature of FT and ET, (ii) the inability to represent conditional
dependencies and (iii) difficulties in handling imprecise information [13]. In
cybersecurity management, the analysis of individual cyber threat scenarios
is based on attack graphs, multi-leveled diagrams describing threats to cyber-
physical systems and possible attacks to realize such threats [14]. Attack graphs
have largely the same limitations as Bow Ties.

To overcome these limitations, the BT can be mapped into a Bayesian Network
(BN) which makes it possible to employ Bayesian inference and prediction for

19



Methodological Foundations

reliability models [15]. Formally, a BN is a directed acyclic graph consisting of

chance nodes representing random events of the accident/threat scenarios,
leading to system failure;

arcs indicating causal dependencies among nodes.

The main feature of BNs is the possibility to include local conditional depen-
dencies by directly specifying the causes that influence a specific effect, based
on expert judgment and quantitative knowledge [16]. Moreover, BNs allow a
multi-state representation of the component failures by combining BT events
into the same chance node [17].

Bayesian Networks are also capable to model time-dependent accident scenar-
ios by explicitly representing the dynamic evolution of component failures in
process systems [18]. For this purpose, Dynamic Bayesian Networks (DBNs)
generalize BNs by connecting nodes over multiple time stages [19].

One limitation of BNs in reliability analysis is the need to elicit the conditional
probability tables for all component failures. Because this task can be difficult
in practice, Bayesian models can be extended to include incomplete information.
In this respect, credal networks accommodate imprecision through probability
intervals, in order to provide robust assessments on the failure risk of the system
[20].

The impact of risk mitigation strategies on system reliability can be evaluated
through influence diagrams [21, 22]. Specifically, decision nodes represent the
choice of mitigation actions, as illustrated in Figure 2.1. Each arc directed from a
decision node (square) to a chance node (circle) indicates that the deployment of
the mitigation action affects the occurrence probability of the event represented
by the chance node. Utility nodes (diamonds) represent the (dis)utility of possible
outcomes of the accident/threat scenarios.

& —)CJD\

D
(0

Figure 2.1. Example of influence diagram.

Let mitigation actions be numbered a € {1,2,..., N} so that the binary variable
z4 indicates the deployment of the mitigation action a. Specifically, the binary
variable is z, = 1 for the deployment of the mitigation action a and z, = 0
otherwise. Thus, a portfolio is defined by the binary vector z as a combination
of binary variables z, for all the possible mitigation actions. With no loss of
generality, the vector z lists binary variables such that

z=[zl,z2,...,zN]. (2.1)

20



Methodological Foundations

In influence diagrams, the probability of the cascading events throughout the
accident/threat scenarios is computed through the law of total probability [23].
Thus, the expected impacts of the accidents/threats quantify the risks of the
system, which depend on the deployment of the portfolio of mitigation actions z.
This framework aims to compute the risk of accident/threats for all impact crite-
ria, making it possible to select mitigation strategies based on the minimization
of the expected impacts. The selection of mitigation strategies may depend on
the states of random events of the accident/threat scenarios, if chance nodes
affect decisions in the influence diagram.

2.2 Multi-criteria decision analysis

Multi-Criteria Decision Analysis (MCDA) aims to structure and solve decision
problems by explicitly evaluating alternatives with regard to multiple conflicting
criteria [24]. Typically, such problems may not have a unique optimal solution,
therefore it is necessary to use decision-maker’s preferences to differentiate
between solutions [25]. Several methods for multi-criteria decision analysis are
available in literature, however this Dissertation focuses on Multi-Attribute
Value Theory [26] and Multi-Attribute Utility Theory [27].

In Value Tree Analysis (VTA), a value tree consists of: a fundamental objec-
tive, possible lower-level objectives, attributes that measure the achievement of
the objectives and alternatives whose attribute specific performance are being
measured. The attributes a1,as,...,a, have measurement scales X;,i =1,2,...,n.
Alternatives x = (x1,x2,...,X,) are characterized by their performance with re-
gard to the attributes. Multi-Attribute Value Theory (MAVT) supports decision
recommendations when attribute-specific values are certain.

A value function v maps the attribute-specific measurement scale onto a numer-
ical scale in accordance with the decision maker’s preferences. Attribute-specific
value functions are assessed by (i) defining measurement scales [x?,x;‘ 1 and (i)
specifying equally preferred differences in attribute levels. Value functions can
be normalized such that vi(x?) =0andv;(x})=1.

If the attributes are mutually preferentially independent and difference inde-
pendent [28], the overall value of the alternative x = (x1,x2,...,x,) is a function
that aggregates attribute-specific values such that

V(xlyxZ: ’xn) = f(vl(xl)’ vZ(xZ): ceey vn(xn)) (22)
By defining the attribute weights w;, the overall value function is a weighted
sum of the attribute-specific values
n
V(x,w,v)=zwivi(xi). (2.3)
i=1

The attribute weight w; reflects the increase in overall value when the perfor-
mance level on attribute a; is changed from its worst level to its best, relative
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Methodological Foundations

to similar changes in other attributes. Thus, weights reflect trade-offs between
attributes, not their absolute importance. Several procedures for weight elicita-
tion are available in literature, such as trade-off weighing approaches SMART
[29], SWING [30] or SMARTS [31].

Incomplete information about attribute weights can be modelled as set of feasi-
ble weights that are consistent with the decision maker’s preference statements

n
SweSY=weR"Y w;=1w;=0Vi}. (2.4)
i=1
Incomplete preference statements can be modelled as linear inequalities between
the weights. When the weights are incompletely specified, the alternatives’
overall values are intervals. For this reason, preference over interval-valued
alternatives can be established based on a dominance relation. Specifically,
alternative x/ dominates x* in S if

. Ve, w,v)=Vxk,w,v) forallwes
x! =g o ) ) v (2.5)
Vi, w,v)>V(xk,w,v) for somew €Sy,
The set of non-dominated alternatives is
XnD(S,,) = {x* € X|j such that &/ >g_ x*}, (2.6)

which includes the alternatives for which there is no other alternative that has
at least as high value for all feasible weights and strictly higher for some [32].

Multi-Attribute Utility Theory (MAUT) supports decision recommendations
when attribute-specific performance are uncertain [33]. Specifically, alterna-
tives are evaluated in view of a set of outcomes ¢ € T', each associated with an
occurrence probability p;. A utility function u maps the attribute-specific mea-
surement scale onto a numerical scale in accordance with the decision maker’s
preferences. Attribute-specific utility functions are assessed by (i) defining mea-
surement scales [x?,x;‘] and (ii) specifying equally preferred lotteries. Utility
functions can be normalized such that u i(x?) =0and u;(x})=1.

If the attributes are mutually preferentially independent and additive inde-
pendent, the overall utility function in a specific outcome ¢ € T' can be expressed
as N

Upxy, xg,omsdin) = 3 w7 (7). 2.7
i=1
Attribute weights are elicited similarly in MAVT and MAUT. Decision recommen-
dations can be expressed by ranking the alternatives based on their expected
utility
n
EU@I=Y pUdx)=> pry winilx). 2.8)
teT teT i=1
Incomplete information about attribute weights can be also modelled in MAUT,
thus preference over interval-valued alternatives can be established through a
dominance relation on expected utilities.
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Methodological Foundations

2.3 Portfolio models for resource allocation

Portfolio decisions involve the selection of a combination (portfolio) of items
from a large set of alternatives [34]. These decision problems are often char-
acterized by multiple conflicting objectives. In this Dissertation, the optimal
mitigation strategies are cost-efficient solutions that minimize the risks of sys-
tem failure.

Typically, the resource allocation builds on the selection of a portfolio of
projects, subject to resource constraints. Thus, portfolio selection is fundamental
for strategic decisions in public administration [35, 36, 37] and industrial invest-
ments [38, 39, 40]. In this framework, the optimization of resource allocation
relies on Portfolio Decision Analysis (PDA, [41]).

Based on the problem formulation by Liesio et al. [42, 43], the set X =

L ...,x™} includes m projects which are evaluated on n criteria. The score

{x
matrix v € R™*" is composed of score vectors vl = [v{, ...,v{;], which specify the
evaluation scores of project x/ with regard to criteria i =1,...,n.

A project portfolio p € X is a subset of available projects, thus the set of all
possible portfolios is the power set P := 2X. Each portfolio p can be represented

by a binary vector z(p) € {0, 1}*™ such that

1 ifxiep
zj(p) = o . 2.9)
0 ifx/egp

The overall value of portfolio p is captured through an additive value function

V(p,w,v)= ZZwi v{ =z(p)vw, (2.10)

xiep i=1

where the vector w € R**1 specifies the criteria weights.

The portfolio selection may have to fulfill various budget, logical, positioning
and threshold constraints. Typically, the set of feasible portfolios can be charac-
terized by a set of linear inequalities such that the coefficients are recorded in
matrix A € R?*™ and vector B € R?. Thus, the set of feasible portfolios is

Prp={peP|Az(p)<B}, (2.11)

where < holds componentwise.
The optimal feasible portfolio maximizes the overall value through the integer
linear problem

maxV(p,w,v)=max{z(p)v w|A z(p) < B, z(p) € {0,1}"}. (2.12)
pePr z(p)

Because the elicitation of exact weights and scores can be difficult, Robust
Portfolio Modeling (RPM, [42, 43]) supports the selection of portfolios in the
presence of multiple criteria and incomplete information. Specifically, the deci-
sion maker’s preference statements are converted into a set of feasible criteria
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weights S, < SS,, whereas the set of feasible scores is
Sy =veR™*v=<v=0} (2.13)
The information set of feasible weights and scores is the Cartesian product
S=8S,x8S,. (2.14)

For this reason, preference over interval-valued portfolios can be established
through a dominance relation. Specifically, portfolio p* dominates p in S if

. V(p*,w,v)=V(p,w,v) forall(w,v)eS
p >sp < . (2.15)
V(p*,w,v)>V(p,w,v) for some(w,v)eS
The set of non-dominated portfolios is
Pn(S)={p € Prp|Bp* such that p* >g p}. (2.16)

To facilitate the analysis of the set of non-dominated portfolios, Liesi6 et al.
[42, 43] introduce the notion of core index. The core index of a project 7 is the
share of non-dominated portfolios that include the project such that

I ,5) = P EPNIT eI 2.17)

IPN|

The core index values support the selection and rejection of projects. Specifically,
if the core index of a project is one, the project can be selected because it belongs
to all non-dominated portfolios; on the other hand, if the core index of a project is
zero, the project can be rejected because it is not included in any non-dominated
portfolio. Decisions concerning projects whose core index values are in the open
interval (0,1) can be taken based on the elicitation of additional information
about the decision maker’s preferences [44, 45, 46].

The selection of project portfolios can also account for exogenous uncertainties,
which may affect the project performance. For this purpose, it is necessary to
analyze the project performance across several scenarios and select the portfolio
that maximizes the expected utility [47]. Because the elicitation of scenario
probabilities can be difficult, scenario-based portfolio models capture incom-
plete information about scenario probabilities and utility functions through
set inclusion in order to identify all non-dominated portfolios [48]. The non-
dominated portfolios are (i) robust to incomplete information about scenarios
and (ii) proactive by steering the course of change towards the desired scenario
[49].
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3. Contributions of the Dissertation

Table 3.1 summarizes the contributions of the Publications in this Dissertation.
Generally, the Publications present (i) the risk model of the analyzed system
and (ii) the optimization model to select portfolios of risk mitigation actions.

The risk models are represented by various techniques, specifically Bayesian
Networks in Publication I and Publication II, Dynamic Bayesian Networks in
Publication III, Value Tree Analysis in Publication V and influence diagrams in
Publication VI. The choice of the modelling techniques mainly derives from the
information sources for the specific decision problem.

The optimization models build on Portfolio Decision Analysis to minimize
the systemic risk by deploying preventive mitigation actions to the individual
components. In particular, the optimization algorithms rely on implicit portfolio
enumeration in Publication I, Publication II and Publication III, Robust Portfolio
Modelling in Publication V and mixed integer linear programming in Publication
VI

Each of the Publications presents a case study to show the viability of the
methodology and additional insights on the optimization results. Following the
presentation order of the Publications, the Dissertation shows applications to
the airlock system of a CANDU nuclear power plant, the advanced metering
infrastructure of an electric power system, the mixing tank mechanical system
of a concrete production industry, the underground pipe network of Espoo water
system and a gas turbine with sensor monitoring capabilities. The applications
are illustrative case studies that have been previously analyzed in literature or
real-life case studies based on statistical data and expert elicitation.

Publication I and Publication II also review the current practices to choose pre-
ventive mitigation strategies for industrial systems and cyber-physical systems,
respectively. These analyses compare the current practice with the method-
ologies presented in the Publications in order to discuss the potential and
limitations of both approaches.

The following Sections summarize the main contributions and results of each
Publication.
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Contributions of the Dissertation

Table 3.1. Summary of the Publications.

Publication Research objectives Methodology Main results

Publication I Development of an optimiza- Bayesian Networks, Formulation of a probabilis-
tion model to select the port- Portfolio Decision Anal- tic model of the accident
folio of preventive mitiga- ysis, Risk Importance scenarios; Development of
tion strategies that mini- Measures. an optimization algorithm;
mizes the failure risk of in- Model validation on a nu-
dustrial systems. clear safety system.

Publication I  Development of an optimiza- Bayesian Networks, Analysis of the current
tion model to select the Portfolio Decision Anal- practice; Formulation of
Pareto-optimal mitigation ysis, Multi-objective a Bayesian framework to
strategies that minimize the optimization. model the cyber threat sce-
risks of cyber threats. narios; Model validation on

an electric power system.

Publication III  Development of an optimiza- Dynamic Bayesian Net- Formulation of a probabilis-
tion model to select the works, Portfolio Decision tic model that captures the
Pareto-optimal portfolios of Analysis, Multi-objective temporal evolution of compo-
preventive mitigation strate- optimization. nent failures; Extension of
gies that minimize the fail- the optimization algorithm
ure risk of time-dependent to multi-objective optimiza-
accident scenarios. tion.

Publication IV  Presentation of the case Probability theory, Data Benchmark data for future
study on time-dependent analysis. research; Model of time-
accident scenarios of the dependent accident scenar-
vapour cloud ignition of a ios through conditional prob-
mechanical system. ability tables.

Publication V. Development of a method- Multi-Attribute Value Definition of pipe features
ology to optimize the in- Theory, Robust Portfolio that affect likelihood and im-
spection strategies of large Modelling, Cost benefit pact of network ruptures; Se-
underground infrastructure analysis. lection of the optimal inspec-
networks, based on impre- tion strategy for the Espoo
cise expert information. water system.

Publication VI Development of a methodol- Influence diagrams, Definition of causal depen-

ogy to optimize inspection
and maintenance strategies
of industrial systems with
PHM capabilities, based on
imperfect monitoring infor-
mation.

Decision Programming,
Mixed-Integer Linear

Programming.

dencies between system
state and mitigation strate-
gies; Selection of the optimal
inspection and maintenance
strategies; Computation of

Value of Information.
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3.1 Publication |

The selection of mitigation strategies to limit the risk of accidents is a crucial
decision in safety management. In the framework of Probabilistic Risk Assess-
ment [50], this Publication develops a methodology to support the selection
of cost-efficient portfolios of preventive mitigation actions. This methodology
provides a systemic approach to define the portfolio of mitigation actions that
minimizes the risk of the system failure. Thus, it provides an alternative to risk
importance measures for guiding the selection of preventive mitigation actions
[51].

Bayesian Networks [52] are employed to represent the alternative scenarios
leading to system failure, by deriving the accident scenarios from traditional
Fault Trees. Unlike Fault Trees, Bayesian Networks are capable of encoding
event dependencies and multi-state failure behaviours. Nodes represent random
events of the accident scenarios whereas arcs indicate causal dependencies
among the component failures.

The optimization model considers a single objective so that the optimal strat-
egy is the one that minimizes the residual risk of system failure. The model
includes regulatory, budget and technical constraints. In addition, we devel-
oped an implicit enumeration algorithm [53] to determine the optimal portfolio
of preventive mitigation actions on the system components. By running the
optimization model for different budget levels, the analysis of the risk profile sup-
ports decisions on safety investments based on the convergence of the systemic
risk or the definition of a target risk.

Publication I demonstrates the viability of the methodology by revisiting the
Design Basis Accident that occurred in the airlock system of a CANDU nuclear
power plant in 2011 [54]. The results of the case study indicate that the systemic
risk can be reduced by 21% in comparison to the choice of mitigation actions
based on risk importance measures. The illustrative example proves that risk
importance measures do not necessarily lead to optimal decisions, because the
computation of the risk importance measures depends on the previous decisions
at each iteration. Furthermore, RIM-based decisions involves assumptions and
expert judgment, which can affect the decisions at the following iterations and
the resulting portfolio of preventive mitigation actions.

3.2 Publication i

As cyber-physical systems, electric power systems are highly vulnerable to cy-
ber threats which have led to frequent and costly impacts worldwide [565]. Among
the most relevant episodes, a cyber-attack to an electric grid caused a power
outage in Ukraine in 2015 [56]. These episodes call for the efficient allocation
of resources to minimize the risks of cyber threats. Standard approaches guide
the selection of mitigation strategies by prioritizing the cyber threat scenarios
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through a qualitative assessment [57]. These approaches consider cyber threat
scenarios separately, thus they possibly result in sub-optimal resource alloca-
tions for the system [58]. In this context, Publication II proposes a systemic
analysis based on Bayesian Networks to quantify the risks of cyber threats to
electric power systems. In the Bayesian model, nodes represent the random
events in cyber threat scenarios and arcs show the causal dependencies among
these random events. Mitigation actions reduce the likelihood of potentially
threatening events thus mitigate the risks of cyber threats, evaluated as the
expected impacts on multiple criteria, such as safety, economy and customer
service. Thus, a mitigation strategy is Pareto optimal if no other feasible strat-
egy further reduces the risks of cyber threats for any impact criterion without
increasing the risk for any other criteria. The selection of Pareto optimal strate-
gies is based on an implicit enumeration algorithm that considers budget and
technical constraints.

Publication II illustrates the methodology by analyzing the cyber threat sce-
narios concerning the advanced metering infrastructure of an electric power grid.
The model provides additional insights on risk management when performed
for different budget levels. In particular, increasing the budget level leads to
the implementation of mitigation strategies that are increasingly effective, thus
reducing the risks of cyber threats. In case of multiple Pareto optimal portfolios,
further analyses support the selection of cost-efficient solutions from the set of
Pareto optimal portfolios.

The choice of the optimal mitigation strategy relies on a systemic analysis of
multiple cyber threat scenarios. This framework can be introduced as a novel
practice for assessing the risks of cyber threats and for supporting risk-based
decisions on resource allocation to cyber-physical systems.

3.3 Publication Il

The final outcome of accident scenarios can depend on the order, timing and
magnitude of the component failures. If the risk analysis does not account for the
dynamic evolution of failures, it may fail to consider severe accident scenarios
[69]. For this reason, Publication III extends the methodology in Publication I
to support the selection of cost-efficient portfolios for time-dependent accident
scenarios. Dynamic Bayesian Networks are capable of representing alternative
scenarios leading to system failure, by capturing the accident dynamics as
temporal evolution of component failures.

The optimization model in Publication I has been extended to solve multi-
objective optimization over the time stages. Specifically, the optimization model
selects all Pareto optimal portfolios of preventive mitigation actions to minimize
the residual risk of the system throughout the time stages. A feasible portfolio
is Pareto optimal if no other feasible portfolio decreases the residual risk of the
system at some time stages without increasing the risk at any other time stage.
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The implicit enumeration algorithm in Publication I has been extended to
compute the set of Pareto optimal portfolios of preventive mitigation actions. In
addition, we discuss several approaches to select the optimal solution among the
set of Pareto optimal portfolios, for instance supporting the selection/rejection of
mitigation actions through the computation of the core index [43].

Publication III demonstrates the viability of the methodology by revisiting
the accident scenario of a vapour cloud ignition occurred at Universal Form
Clamp in Bellwood (Illinois, U.S.) on 14 June 2006 [60]. The model represents
the causal dependencies of the component failures of a mixing tank mechanical
system throughout multiple time stages. The results show a sharp reduction of
the residual risk of the system by increasing the budget level. The computation
of the core index facilitates the selection of the optimal portfolio. The analysis of
the risk profile provides additional insights on risk management.

3.4 Publication IV

This article presents the probabilistic model data of the case study presented in
Publication ITI. Specifically, data refers to the time-dependent accident scenarios
of a mixing tank mechanical system in concrete production industry. The risk
assessment of the accident scenarios is based on the failure probabilities of the
system components.

Possible component failures can cause accidents, which evolve over multiple
time stages and can lead to system failure. Publication IV provides an example
of time-dependent probabilistic model by representing the causal dependence of
Ignition and Sprinkler activation over multiple time stages.

The consequences of these accident scenarios are analyzed by quantifying the
failure probabilities and severity of their outcomes. Finally, the data article
presents a list of preventive mitigation actions for the mixing tank mechanical
system, including illustrative costs and updated failure probabilities.

3.5 PublicationV

The correct operation of large infrastructure networks depends on condition
inspections and preventive maintenance actions, which significantly affect the
network operating costs [61]. Therefore, the efficient management of these
complex networks requires the optimization of the inspection strategies.

This article presents a risk-based methodology to prioritize the inspections of a
large underground infrastructure networks by (i) performing the risk assessment
of the network components and (ii) optimizing the inspection strategies of the
critical components. The identification of the high-risk components out of the
large number of network components is driven by the definition of a portfolio
optimization model which is computationally tractable.
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Based on Value Tree Analysis [62], the risk assessment of each component
builds on the failure likelihood and severity on the network disruption. Risk
assessment of large underground networks is typically based on incomplete
information about the network components. For this reason, the quantification
of likelihood and severity relies on the imprecise information provided by expert
judgment. Thus, the dominance relation on likelihood and severity defines the
ranking of the network components based on the risk of network disruption.

The optimization model selects the cost-efficient inspection strategies that
maximize the inspection benefit, achieved through the reduction of expected
disruption costs as a result of pipe renovations. An inspection strategy is cost-
efficient if no other feasible strategy provides a higher benefit at a lower cost.
Specifically, costs and benefits are defined as interval values to consider the
variability on the component degradation and the uncertainty on renovations.

Due to the large number of critical components, the approximate algorithm
of Robust Portfolio Modelling [63] determines a subset of the Pareto optimal
inspection strategies. The optimization model accommodates imprecise informa-
tion about costs and benefits, as well as logic constraints on inspection activities.
Appropriate decision rules support the selection among the set of Pareto optimal
solutions, such as maximin or minimax regret rules.

Publication V demonstrates the viability of the methodology on the inspection
optimization of the sewerage network system of Espoo in the Finnish Capital
Region. In this case study, likelihood depends on pipe features, past events and
local circumstances, whereas severity quantifies the effect of a pipe failure on the
network and the surroundings [64]. The risk assessment shows that the critical
pipes represent 34% of the initial data set. The optimization of the inspection
strategies is performed through the RPM algorithm, where the termination
condition is the convergence of the core index of the pipes.

Publication V also inspired a novel application on the risk-based maintenance
of gas networks [65].

3.6 Publication VI

Digitalization is a fundamental driver of Industry 4.0 [66], which enables the
development of predictive maintenance for industrial systems [67]. Predictive
maintenance employs condition monitoring data recorded by Industrial Internet
of Things (IToT) devices to monitor the health of the system. This information is
employed for Prognostics and Health Management (PHM, [68]) to perform

detection by identifying deviations from normal operating conditions in pro-
duction processes, manufacturing equipment and products;

diagnostics by classifying abnormal states;

prognostics by predicting the evolution of abnormal states up to failure.
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However, I1oT devices may provide imprecise measurements of the monitored
physical parameters, which affect the performance of the PHM algorithms by
conveying inaccurate or misleading information about the actual system state.
Thus, these failures can cause missing alarms or unnecessary system downtimes,
resulting in large financial losses.

For this reason, the definition of inspection and maintenance strategies must
consider the state of the industrial system and the state of the monitoring
sensors. The causal dependencies between the monitored system and the PHM
capabilities are represented through influence diagrams [22]. In particular, the
decisions on inspectio